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Abstract

Introduction Radio telemetry, one of the most widely used techniques for tracking wildlife and fisheries populations, has a false-positive problem. Bias from false-positive detections can affect many important derived metrics, such as home range estimation, site occupation, survival, and migration timing. False-positive removal processes have relied upon simple filters and personal opinion. To overcome these shortcomings, we have developed MAST (Movement Analysis Software for Telemetry data) to assist with false-positive identification, removal, and data management for large-scale radio telemetry projects.

Methods MAST uses a naïve Bayes classifier to identify and remove false-positive detections from radio telemetry data. The semi-supervised classifier uses spurious detections from unknown tags and study tags as training data. We tested MAST on four scenarios: wide-band receiver with a single Yagi antenna, wide-band receiver that switched between two Yagi antennas, wide-band receiver with a single dipole antenna, and single-band receiver that switched between five frequencies. MAST has a built in a k-fold cross-validation and assesses model quality with sensitivity, specificity, positive and negative predictive value, false-positive rate, and precision-recall area under the curve. MAST also assesses concordance with a traditional consecutive detection filter using Cohen’s κ.

Results Overall MAST performed equally well in all scenarios and was able to discriminate between known false-positive detections and valid study tag detections with low false-positive rates (< 0.001) as determined through cross-validation, even as receivers switched between antennas and frequencies. MAST classified between 94 and 99% of study tag detections as valid.

Conclusion As part of a robust data management plan, MAST is able to discriminate between detections from study tags and known false positives. MAST works with multiple manufacturers and accounts for receivers that switch between antennas and frequencies. MAST provides the framework for transparent, objective, and repeatable telemetry projects for wildlife conservation surveys, and increases the efficiency of data processing.

Introduction Wildlife telemetry is the practice of monitoring movements of animals using systems of transmitters attached to individuals, and receivers that may be land-based or mobile. Radio telemetry is the most versatile and widely used tracking method in a variety of ecosystems. Its functionality in freshwater, including the flexibility of...
transmission rates and detection ranges, is the reason it is the most common tool for understanding movements of migratory fish as they approach and pass barriers like hydroelectric dams, where millions of individual fish have been tagged and tracked worldwide [2].

Unfortunately, telemetry technologies are prone to both false positives (where a random noise or other factors produce a signal that is logged as a viable code) and false negatives (where a transmission fails to be detected, even though the tag is within range of a receiver). These receiver errors can bias estimates of occupancy, movement, and survival [29]. Statistical tools developed for mark-recapture can be used to control for the bias induced by missed detections (false negatives): [9, 19, 35]. No comparable methods exist to control for false positives, however [6]. This is problematic because false positives overestimate the frequency of occurrence for an event of interest and may assign an animal to a location, habitat, or state that they do not actually occupy. McClin- tock et al. [25] found severe overestimation of site occupancy with as little as 1% false-positive rate. For studies that assess migratory delay, false positives may bias towards longer presences and greater delay. Mark-recapture approaches have been successfully applied to study migratory barriers [32] and the methodology inherently supports sites with imperfect detection rates at the cost of precision. However, mark recapture assumes the truth value of each detection is known with 100% accuracy. Mark recapture has no means to reduce bias from false positives; they must be identified and removed a priori. Therefore, a confirmation strategy as suggested by Chamber et al. [8] is required to assess the validity of every observation.

Methods currently in use for false-positive removal include eliminating records from transmitter codes not used in a study or occurring prior to time of release, imposing a minimum received signal strength, setting a minimum frequency of detections per unit of time at a given site, and examining the spatio-temporal distribution of detections for logical errors in site progression [37]. Beeman and Perry [6] and Simpfendorfer et al. [36] added to these steps by requiring sequential detections to be in series, e.g., if the nominal pulse rate on a tag was 3 s, records within a contiguous set of detections should be 3 s apart. Both Brownscombe et al. [7] and Heupel et al. [17] required multiple detections of an individual within a given time window, but did not require detections to be in series. When implemented in tandem, these filtering methods will remove a considerable amount of false-positive detections. However, these methods may also lead to overcorrection, which create instances of false negatives. This overcorrection is problematic, particularly for studies with low sample sizes, where insufficient data can preclude accurate estimation. Therefore, most studies must rely heavily on manual classification, which is subjective, non-reproducible, labor intensive, and takes away critical time from analysis and interpretation of data.

The field of machine learning explores the study and construction of algorithms that can learn from a training set and can then make predictions. Here, we present a false-positive identification algorithm based on the classic Naive Bayes (NB) classifier ([28], please see Appendix Table 9 for a complete list of abbreviations and their definitions) that provides an objective score of the likelihood that a given observation is valid, and a transparent framework and justification for the final assignment. Considerable attention has been paid to binary classification problems, with NB used to identify ‘fake news’ [14], spam [3, 20], and medical diagnoses [40]. NB approaches are widely used in ecology as well, with Fernandes et al. [13] using NB to predict fish recruitment, Feki-Sahnoun et al. [12] using NB to predict likelihood of toxic algal blooms, and Lehikoinen et al. [22] using NB to assess the effects of environmental factors on ecological indicators. NB is simple, and with ample minimally biased training data, very robust. Radio telemetry false-positive screening is yet another appropriate use for the algorithm because of the large amount of training data created by the system.

We present a module of Movement Analysis Software for Telemetry data (MAST) for the semi-automated removal of false positive detections from radio and other forms of telemetry data [31]. MAST trains a semi-supervised NB algorithm to identify false-positive detections in radio telemetry data with beacon and/or study tags. We will examine the effectiveness of the approach with a case study on the Connecticut River, USA. The large-scale study tracked 562 American Shad (Alosa sapidissima) and 80 Sea Lamprey (Petromyzon marinus) through a complex network that employed wide-and single-band receivers with Yagi and dipole antenna configurations. With over 600 active tags in the system, multiple frequencies were required, meaning single-band receivers switched between frequencies. We will demonstrate the algorithm’s ability to perform well with multiple technologies with various antenna configurations.

Methods

The identification and removal of false-positive detections from radio telemetry with MAST starts with the quantification and description of predictor variables. Then, MAST fits (or trains) a NB model, which calculates probability that a detection is valid or false positive given a set of observations. With probabilities in hand, MAST applies a decision criterion to remove false positives from record. To assess the algorithm’s ability to discern between valid and false-positive detections, MAST
performs a k-fold cross-validation and assesses model quality with the area under the curve (AUC) statistic as well as measures of sensitivity (sen), specificity (spc), negative and positive predictive value (npv, ppv), and false-positive rate (fpr).

**Selecting and quantifying predictor variables**

In developing the classifier, it was important to select predictor variables that maximized the ability to discriminate between valid and false-positive detections. These included: power or received signal strength (RSS), hit ratio (HR), consecutive record length (CRL), noise ratio (NR), and the difference in the time-lag between detections ($\delta^2 L$). Power refers to the received signal strength of a given transmission. Depending on the receiver model used, this may be reported in arbitrary units or dB. Of the predictor variables, power is the only one that is intrinsic to a given transmission; all other predictors were derived from detections recorded within a short period of time surrounding of a given transmission.

The Proximate Detection History (PDH or detection history) refers to a series of detections of a given tag recorded during a fixed number of pulse intervals immediately preceding and following a given detection. This describes the pattern of recorded to missed detections in series from the current record. The algorithm looks forwards and backwards in time a specified number of transmission intervals. For example, say a given tag detection occurs at midnight (00:00:00), has a 3-s pulse rate and produces the pattern of heard to missed detections in (Fig. 1). The middle integer is the initial detection (00:00:00), but it was not detected 3 s prior (11:59:57) or 3 s post (00:00:03). To create the PDH, the algorithm queries the recaptures database a set number of pulse intervals forward and backward in time from the current record. If the tag was detected in series, a ‘1’ was added to the history, if it was not then a ‘0’ was added. In Fig. 1, the fish was heard on the -12th, -6th, 0 (current record), 6th, 9th and 12th s, and the resulting detection history was ‘10101011’.

Radio telemetry receivers typically record detection times rounded to the nearest second. Sometimes, however, a given transmission might not fall within the expected second. This can arise because tags can be programmed with intervals that are not discrete integer values, or because a pulse randomizer is employed. The pulse randomizer slightly adjusts the signal burst rates by a small amount (depending on manufacturer this is typically ~ ± 500 ms), which reduces the probability of two signals colliding resulting in false negatives. Since most commercially available radio telemetry receivers record data to the nearest second, the algorithm must query the recaptures database within a 3-s moving window (the expected time, then that time plus and minus 1 s to allow for rounding). Any detection logged within this broader window is considered valid. For example, if a tag was detected at midnight (00:00:00) and has a 3-s pulse rate, MAST queries all recaptures from 11:57:56 to 11:57:58 and from 00:00:02 to 00:00:04. In the case of Fig. 1, the tag was not detected within the first interval (forwards or backwards); meaning the original detection, which occurred at 00:00:00 would not be valid from a consecutive detection in series perspective. Any detection occurring outside of the interval $+/- \epsilon$ is not included in the PDH.

Having defined the detection history and its associated time window, we now can calculate HR, which is the number of detections within a PDH divided by the length intervals forward and backward in time from the current record.
of the detection history. For a ±4 detection hit ratio like the one pictured in Fig. 1, the length of the history is 9, and the HR is 6/9.

The second derived predictor is the consecutive record length (CRL). This refers to the longest contiguous subset of 1's in a given detection history. In Fig. 1, the CRL is 3. Table 1 contains examples of possible detection histories and their respective HRs and CRLs. Note that these PDHs have ±4 intervals, and that the first row in the table corresponds to the detection history pictured in Fig. 1. The middle position in a PDH is the current detection and is always a 1. Also note the second and third rows, the histories have the same HR, but different CRL (Table 1).

The next predictor is noise ratio (NR), which is simply the number of plausible study tag hits, divided by the total number of detections (i.e., including known noise detections but excluding beacon tags) within a 1-min interval around the current detection. Detections within the window were categorized into two classes, plausible and known false positive. Plausible detections are from those codes and frequencies currently active within the study area. The remaining detections are from unknown or unavailable codes, in other words, they are known false-positive detections (f). The noise ratio (NR) is given with \( R = \frac{f}{n} \), where \( f \) is the number of false-positive detections within a 1-min window around the current detection, and \( n \) is the total number of detections within a 1-min window around the current detection.

The last derived predictor calculates the second-order difference in time-lag between detections or \( \delta^2 L \). It is simply the difference of the difference in timestamps between sequential rows. When a tagged animal is within detection range, the tags will pulse and be recorded at the nominal rate set at the onset of the study. For example, if the nominal pulse rate of the tag is 3 s, one would expect to hear that tag every 3 s. For a valid detection, the time-lag between successive detections should be 3 s (first order), and the difference in time-lag between subsequent detections should be zero (second order). We expect true-positive detections to have a \( \delta^2 L \) of zero, or fixed multiples of the pulse interval. The more consistent \( \delta^2 L \) is with expectations, the more belief we have in the record being true.

### Treatment of continuous variables

All continuous classifier variables were discretized into bins. Discretization of continuous features has a number of advantages. Discretization roughly approximates probability distributions and helps to overcome inaccurate shape assumptions [11, 41]. Hsu et al. [18] tested a number of discretization methods for NB classifiers, but found no performance improvements with algorithm complexity. Therefore, MAST uses a simple equal width interval discretization process.

Detection power was binned into equal width intervals of 5 dB or 5 arbitrary units depending upon manufacturer, NR was binned into 10 percentile units, and lag differences were binned into equal width intervals as wide as the tag’s nominal pulse rate. HR and CRL were limited by the number of detections within the PDH, and thus limited to a set number of classes.

Discretization has one major limitation. If there were no observations for a particular bin, then the probability of it occurring is zero. This limitation negates the weight of evidence provided by the other predictor variables and is uninformative. To overcome this, we applied Laplace smoothing [21], which added a single observation to each bin and eliminated zero counts. This slight positive bias has almost no effect on training datasets with a large number of observations.

### Training methods

When MAST trains a model, it reads raw telemetry data and separates it into rows with known valid detections, and rows of known false positives. Known false-positive detections are from tags not on the study tag list, while known valid detections come from beacon tags. Detections with known validity are the training set, while detections with unknown validity (i.e., study tags) are the classification set. MAST can construct a training dataset two ways: by training on beacons (supervised) or by training on study tags themselves (semi-supervised).

---

### Table 1

Detection history examples with corresponding hit ratio and consecutive record length

<table>
<thead>
<tr>
<th>Detection history (±4)</th>
<th>Hit ratio</th>
<th>Consecutive record length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0 1 0 1 0 1 1 1</td>
<td>6/9</td>
<td>3</td>
</tr>
<tr>
<td>1 0 1 0 1 0 1 0 1</td>
<td>5/9</td>
<td>1</td>
</tr>
<tr>
<td>1 1 1 1 1 0 0 0 0</td>
<td>5/9</td>
<td>5</td>
</tr>
<tr>
<td>1 1 1 1 1 1 1 1 1</td>
<td>9/9</td>
<td>9</td>
</tr>
</tbody>
</table>
Training on beacons

It is common in telemetry studies for researchers to employ tags that are not on fish. These may be 'beacons', which are typically set to transmit at fixed intervals to provide a record of continued functioning of the receiver system; or 'test tags', which are typically drawn through the intended detection field in such a way as to emulate the movements of free-swimming fish. Either can be used to provide training data, but the greater verisimilitude provided by test tags makes them the better choice, provided sufficient volume of data are generated to create a suitable training dataset.

Training on study tags

There are limitations to using beacons as training data. The beacon may not be representative of a study tag. Transmission intervals might be too long, some tags cannot be cycled on and off in realistic ways, producing unrealistically long strings of valid detections, the tags themselves are typically in fixed locations, and it is possible for there to be false positives among the beacons (after all, it is the removal of data that look valid that drives this effort). When training on study tags, MAST constructs a training dataset that assumes all study tag records are true. This poses a dilemma as we anticipate there being false positives mis-labeled as valid. Therefore, it is advised to re-classify the data by training on the previous iteration’s valid detections and known false positives from the initial training. There exists a tradeoff: with the beacons we had a limited number of tags (usually just one per receiver) so the likelihood of a false positive with that exact code is small. Because of that we were able to make the simplifying assumption that all beacon data were valid. We cannot make the same assumption with study tags because the purpose of this effort is to remove false positives.

The solution to this is to use an iterative approach, where on the first iteration, we train on beacon tags (or study tags themselves) and classify study tags. On subsequent iterations, we train on the previous iterations’ valid detections and known false-positive detections from the first iteration. This alters the density functions of the predictor variables, with fewer known, but higher quality valid detections. A new iteration uses these new frequencies to re-classify the remaining study tag detections. This process continues until convergence when no new observations are classified as false positive.

False-positive classification

Supervised learning algorithms use observed data with known classifications (training data) to classify unknown data. Bayes theorem takes training data and quantifies the probability that a record is either true or false positive given what we have observed about it [5]. This probability, known as the posterior, is given with

\[ P(C_i | F_1, \ldots, F_n) \propto P(C_i) \prod_{j=1}^{n} P(F_j | C_i), \]

where \( P(C_i | F_1, \ldots, F_n) \) is the posterior probability of a valid (or false positive) detection given the values of each observed predictor \( (F_1, \ldots, F_n) \); \( P(C_i) \) is the prior probability of the \( i \)th detection class occurring \( (C \in \{\text{Valid, FalsePositive}\}) \), and \( P(F_j | C_i) \) is the likelihood (conditional probability) of the \( j \)th observed predictor \( (F_j) \) value given the \( i \)th detection class \( (C_i) \). Naïve Bayes assumes that all predictor variables are independent, and hence, the likelihood of the observed predictor values given a detection class is a product. The posterior probability expresses our belief in the record being true or false positive given what we have observed.

The prior \( P(C_i) \) is the marginal probability of the \( i \)th detection classification occurring in the training dataset, where \( (C \in \{\text{Valid, FalsePositive}\}) \). MAST calculates the prior probability a record is valid \( P(T) \) with a simple frequency analysis; \( P(T) = n_T / n \) where \( n_T \) is the number of valid records in the training dataset divided by the total number \( (n) \) of records in the training dataset. Since the priors are marginal, the prior probability that a record is false positive is given with \( 1 - P(T) \).

The likelihood \( P(F_j | C_i) \) is the conditional probability of the \( j \)th observed predictor value \( F_j \) given the \( i \)th detection class \( (C_i) \). MAST calculates the likelihood using a frequency table: \( P(F_j | C_i) = n_{F_j} / n_C \), where \( n_{F_j} \) is the number of records within detection class \( C_i \) that match the observed predictor value \( F_j \) and \( n_C \) is the number of records with the detection class \( C_i \).

To classify, MAST applies the maximum a posteriori (MAP) hypothesis, and chooses the detection class that is most true. The algorithm’s decision rule becomes

\[ \text{argmax}_{C_i} \left\{ P(C_i) \prod_{j=1}^{n} P(F_j | C_i) \right\}. \]

Under this hypothesis, the detection class with the larger posterior probability is chosen. Under the MAP hypothesis, any detection with a valid to false-positive ratio \( \left( \frac{P(T)}{1 - P(T)} \right) \) less than 1.0 as false positive.

Tables 2 and 3 follows the classification of two records from initial observation and description to the calculation of prior, likelihood, and posterior probabilities, and then the application of the MAP criterion. Table 2 contains two records from two different study tags. The first detection was recorded on May 5th, and the second on July 4th. The first detection had a moderately full PDH
with an HR of 0.45 and CRL of 4. The second record had a very sparse PDH, with an HR of 0.09. NR was also high for the second detection (Table 2).

Table 3 contains the prior, likelihood and posterior of the two detections identified in Table 3. Note, the posterior is simply the product of all rows above it. The prior probability that a detection is false positive \( P(F) \) at this receiver is only 0.004 (Table 3), meaning there is overwhelming evidence that a detection will be valid. The next 5 rows identify the likelihood of each observation occurring given the detection classification. The MAP hypothesis chooses the detection class with the larger likelihood that all valid detections were correctly classified as valid, while the detection occurring on May 18 was valid, while the detection occurring on July 4th was false positive.

Cross-validation

MAST assesses the ability of the algorithm to discern between classified valid study tags and known false-positive detections with a \( k \)-fold cross-validation technique \cite{39}. For studies that train-on-study tags, the training dataset includes those records classified as valid from the final iteration and known false-positive detections. The procedure partitions the training dataset into \( k \) equal sized subsamples. In each iteration, a single subsample (or fold) was retained as the test dataset (to be classified) and the remaining \( k - 1 \) subsamples are retained as the training dataset. The cross-validation process is then repeated \( k \) times over each fold, with each of the \( k \) subsamples used exactly once as validation data. This procedure allows a 1:1 comparison of known classifications against the algorithm's classifications. A classification can have 1 of 4 states, true positive \( (t_p) \), true negative \( (t_n) \), false positive \( (f_p) \), and false negative \( (f_n) \). Results of the \( k \)-fold cross-validation are summarized into a \( 2 \times 2 \) contingency table (Table 4).

Accuracy metrics derived from the \( 2 \times 2 \) cross-validation contingency table include sensitivity and specificity. Sensitivity, or the true-positive rate, is given with: \( sen = t_p/(t_p+f_n) \), and measures the probability that all valid detections were correctly classified as valid. Specificity, or true negative rate, is given with: \( spec = t_n/(f_p+t_n) \), and quantifies probability that all false-positive detections were correctly classified.

Precision metrics include the positive and negative predictive value or \( ppv \) and \( npv \). The positive predictive value \( (ppv) \) is the proportion of detections classified as valid that were valid; \( ppv = t_p/(t_p+f_p) \). The negative predictive value \( (npv) \), which measures the proportion of detections classified as false that were false, is given with: \( npv = t_n/(f_n+t_n) \). Again, our objective is to maximize both measures. The higher the \( ppv \) the lower the number
of potential false-positive detections in the dataset. Likewise, a high npv means a lower number of false negatives.

Since we are identifying and removing false-positive detections, and false-positive detections are rare, the most important algorithm metric is the false-positive rate (fpr), which calculates the proportion of detections classified as valid that are in fact false positive with: 

\[ fpr = \frac{f_p}{f_p + t_n} \]

or \( 1 - spc \). Our objective is to minimize fpr, the lower the rate, the fewer known false-positive detections were classified as valid.

MAST also produces the precision-recall curve (PRC) and calculates the area under the curve (AUC) statistic. Precision quantifies the number of correct false-positive predictions while recall quantifies the number of correct false-positive predictions made out of all false-positive predictions that could have been made. The AUC statistic summarizes area under the PRC curve for a range of threshold values. The PRC is a better performer on imbalanced datasets [34], which are typical of radio telemetry studies.

The results of the k-fold cross-validation can inform on the selection of predictor variables. Ling et al. [24] found AUC to be statistically consistent and more discriminat-
ing than accuracy alone. Rosset [33] used AUC as an evaluation criterion for scoring classification models where models with higher AUC are preferred. With MAST, it is possible to construct suite of classifiers that use different combinations of predictor variables; the model that maximizes measures of AUC, sen, spc, ppv, and npv while minimizing fpr is the best.

Case study

MAST was implemented on a large-scale telemetry project on the Connecticut River in 2015 that tracked 560 American Shad and 80 Sea Lamprey with 30 continuous radio telemetry monitoring stations. The subset of receivers highlighted in this paper (Fig. 2) created 4 scenarios, which included multiple receiver manufacturers Sigma Eight Orion and Lotek SR×800 receivers, dipole and Yagi antenna configurations, receivers that scanned multiple frequencies, and receivers that switched between antennas.

The receivers in scenario 1 were Orion units manufactured by Sigma Eight and consisted of detection zones T13, T15, T18, T21 and T22 (Fig. 2). These units spanned the full width and depth of the river and from a noise perspective were similar. Scenario 2 consisted of the detection zones T12E and T12W (Fig. 2), which was a single Orion receiver switching between two Yagi antennas. Scenario 3 consisted of detection zones T09, T07 and T30. The Orion receivers had a single dipole antenna and were typically deployed in areas where specimens were known to congregate. Scenario 4 included detection zones T03, T06, and T24. These were Lotek SR×800 receivers with a single Yagi switching between 5 frequencies. MAST accounts for number of frequencies (or antennas) and the scan time devoted to each while building the PDH and deriving CRL and HR statistics.

After training and classifying receivers within each scenario, we performed a k-fold cross-validation that assessed the ability of MAST to correctly identify and remove known false-positive detections from record with measures sen, spc, ppv, npv, fpr, and precision-recall AUC (PRC-AUC). Aside from assessing the quality of the model, these metrics also assist in model selection, as we will demonstrate.

As a last measure, we compared the saturated model in MAST with the filtering method proposed by Beeman and Perry [6], which stated for a detection to be classified as valid, it must be within a consecutive series of detections. We assessed concordance between methods with Cohen’s Kappa (κ) [26], which takes into account the possibility of agreement occurring by chance. A value of κ = 1 suggests perfect agreement between MAST and the consecutive detection requirement.

Results

Results are organized by case study scenario. For each scenario, a panel figure compares the distributions of each predictor variable across detection classes. Then, we determine concordance between MAST and the consecutive detection filter with Cohen’s κ. Then, we present results of the k-fold cross-validation procedure with a comparison of models using sen, spc, ppv, npv, fpr, and precision-recall AUC (PRC-AUC).

Scenario 1: Sigma Eight Orion receivers with single Yagi antenna

Scenario 1 included five Sigma Eight Orion receivers placed at optimal sites with a single Yagi antenna capable of sampling the full width and depth of the water body. MAST classified 94.4% of detections received by this group of receivers as valid. Cohen’s κ was 0.24, suggesting a rather low agreement between MAST and the consecutive detection requirement. Figure 3 is a panel of histograms (A–F) showing the distributions of each predictor by detection class. Detections classified as valid had much higher HRs (Fig. 3A) and longer CRLs (Fig. 3B), while false-positive detections had higher δL (Fig. 3E). There does not appear to be much difference between valid and false-positive detections with respect to RSS (Fig. 3C) or NR (Fig. 3D).

The cross-validation procedure produced favorable metrics for the saturated model with a PRC-AUC of 0.850 and fpr of 0.001 (Table 5). HR and CRL were highly correlated (R² = 0.9048). When we removed CRL as a
predictor, the reduced model produced only slightly better $fpr$ (< 0.001 vs 0.001) (Table 5), which suggests there was no penalty when including correlated variables. A third model was created that removed NR and $P$, which appeared to be the least predictive variables (Fig. 3). The reduced model ($HR \times L$) appears to perform the best by not producing any false-positive detections, thus minimizing $fpr$. A model was constructed that included $RSS$ as the only predictor. In Fig. 3, it appears as though valid detections have higher power, meaning the likelihood of a high-powered detection given that it was true is greater than the likelihood of a high-powered detection given...
that it was false positive. This resulted in most of the known false-positive detections classified as valid, which increased the fpr to 0.999 (Table 5).

Scenario 2: single Sigma Eight Orion receiver switching between antennas

Scenario 2 includes information from a single receiver that switched between two antennas to cover two different channels in the river. This meant there was a portion of time a river channel was not observed. MAST accounts for the time spent observing the second channel when constructing the PDH. Therefore, detections classified as valid still have high HR (Fig. 4A) and CRL (Fig. 4B). Detections classified as false positive tended to have larger $\delta^2L$ (Fig. 4E) and higher NR (Fig. 4D). Overall, MAST identified <1% of records as false positive. Concordance between methods was very low ($\kappa = 0.0010$) as evident by 134,107 records classified as valid by MAST but false positive by the consecutive detection requirement.
The cross-validation procedure produced excellent results again with the fpr for all but the RSS-only model at or far below <1% (Table 6). HR and CRL were highly correlated ($R^2 = 0.9137$); however, there was no difference in fpr between the saturated and reduced model (Table 6). Removing $\delta^2L$ from the model increased the fpr to 0.11, this demonstrates that $\delta^2L$ still provides some discriminatory power. Figure 4C shows little difference in RSS between detections classified as valid and those classified as false positive. A model with just RSS still had high sensitivity (1.0), but fpr increased to 21%.

**Scenario 3: Sigma Eight Orion receivers with single dipole antenna**

Scenario 3 includes information from Orion receivers T07, T09, and T30, which had a single dipole antenna each. These antennas were placed adjacent to areas of congregation, such as fish passage infrastructure, and classified 97% of the study tag detections as valid. Unlike
other receivers, there were detections classified as false positive that had moderately high HR values (Fig. 5A). These dipole antennas sampled almost no noise, as is evident with little difference in NR between false positive and valid detections (Fig. 5D). We found little agreement ($\kappa = 0.11$) between MAST and the consecutive detection requirement; MAST classified 22,041 records as false positive while the consecutive detection filter did not.

The saturated model had an $fpr$ of less than 0.01 (Table 7). HR and CRL were highly correlated ($R^2 = 0.9440$) and removing CRL from the model lowered $fpr$ even further. Removal of NR from the model improved $fpr$ even more with no false positives recorded ($fpr = 0.0$). We tested a single predictor (RSS) model (Table 7) and found an $fpr$ of 23%.

**Scenario 4: Lotek SRX 800 with single Yagi antenna**

Scenario 4 includes information from three Lotek SR×800 (T03, T06, and T24) receivers scanning five frequencies. MAST parses Lotek SR×800 receiver raw data, extracts the number of channels and their scan time from the header information, then incorporates these data into

<table>
<thead>
<tr>
<th>Table 7 Cross-validation results for scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>CRL + HR + NR + RSS + $\delta^2 L$</td>
</tr>
<tr>
<td>HR + NR + RSS + $\delta^2 L$</td>
</tr>
<tr>
<td>HR + RSS + $\delta^2 L$</td>
</tr>
<tr>
<td>RSS</td>
</tr>
</tbody>
</table>

![Fig. 5](image-url) MAST predictor variable probability mass functions for detections at a single Sigma Eight Orion receiver that switched between antennas (T07, T09, T30)
the logic behind the PDH creation. Like the Orion receivers, valid Lotek SR×800 detections generally had high HR (Fig. 6A) and CRL (Fig. 6B). Detections classified as false positive generally had lower RSS (Fig. 6C). MAST classified 95% of study tag detections as valid. When compared with the consecutive detection filter, Cohen’s $\kappa$ was 0.20 suggesting low concordance between methods as is evident with 191,282 records classified as false positive by the consecutive detection requirement but valid by MAST.

The saturated model performed very well with a low $fpr$ of 0.001 (Table 8); however, HR was highly correlated with CRL ($R^2=0.8810$). A reduced model demonstrated no change in $fpr$ (Table 8), which suggests there is no penalty for including correlated predictors. In Fig. 6, there does not appear to be much noise present within these three receivers (Fig. 6D), nor is there much difference in RSS (Fig. 6C). We constructed single predictor models for NR and RSS to demonstrate the effect of variables with low discriminatory power. The $fpr$ for a model

![Fig. 6](image-url)

**Fig. 6** MAST predictor variable probability mass functions for detections at a single Sigma Eight Orion receiver that switched between antennas (T03, T06, T24)

<table>
<thead>
<tr>
<th>Model</th>
<th>$t_p$</th>
<th>$t_n$</th>
<th>$f_p$</th>
<th>$f_n$</th>
<th>se</th>
<th>sp</th>
<th>ppv</th>
<th>npv</th>
<th>$fpr$</th>
<th>PRC-AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRL × HR × NR × RSS × $\delta^2 L$</td>
<td>765,976</td>
<td>3858</td>
<td>3</td>
<td>3</td>
<td>1.0</td>
<td>0.999</td>
<td>1.0</td>
<td>0.999</td>
<td>0.001</td>
<td>0.973</td>
</tr>
<tr>
<td>HR × NR × RSS × $\delta^2 L$</td>
<td>765,977</td>
<td>3858</td>
<td>3</td>
<td>2</td>
<td>1.0</td>
<td>0.999</td>
<td>1.0</td>
<td>0.999</td>
<td>0.001</td>
<td>0.973</td>
</tr>
<tr>
<td>NR</td>
<td>765,889</td>
<td>868</td>
<td>2993</td>
<td>90</td>
<td>0.999</td>
<td>0.225</td>
<td>0.996</td>
<td>0.906</td>
<td>0.7752</td>
<td>0.993</td>
</tr>
<tr>
<td>RSS</td>
<td>765,979</td>
<td>0</td>
<td>3861</td>
<td>0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.995</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>
with \( NR \) only was 0.76, while the \( fpr \) for a model with only \( P \) was 1.0 (Table 8).

**Discussion and conclusion**

In this paper, we have shown that MAST is effective at removing false-positive detections from radio telemetry data. MAST provides a framework for transparent, objective, and repeatable telemetry projects for wildlife conservation surveys, and increases the efficiency of data processing. We have demonstrated this effectiveness with a range of scenarios that included: multiple manufacturers, multiple antenna configurations, wide-band receivers switching between antennas, single-band receivers scanning multiple frequencies, and highly correlated predictor variables. The cross-validation procedure assessed the ability of the algorithm to correctly identify and remove false-positive detections and provided a means to rank and compare models. MAST is available open-source on the Python Package Index (https://pypi.org/project/pymast/) and is copyrighted under the MIT License. While MAST was developed with radio telemetry in mind, applications such as Simpendorfer et al. [36] suggest that the PDH approach can be extended to acoustic telemetry.

The predictor variables used for MAST describe the characteristics of valid and false-positive detections and were able to discriminate between detection classes with high degrees of accuracy (Tables 5–8). For unbalanced NB applications such as this, predictor variables that provide the greatest degree of difference between valid and false-positive detections will perform the best [15]. Almost all known false-positive detections had low HR, while valid detections had high HR, even in cases where a receiver was switching between frequencies or antennas (Figs. 4, 6). However, valid detections had only slightly higher power (Figs. 3–6), which suggests that this predictor may not be strong enough on its own; as is evident in Tables 5–8 where a reduced model using only RSS as a predictor was compared with a more saturated model. Higher power was associated with valid detections \( P(\text{highpower} | \text{valid}) > P(\text{highpower} | \text{falsepositive}) \); however, there were known false-positive detections with high power. Therefore, if power is the only predictor, then all high-powered detections are classified as valid, which resulted in a higher \( fpr \) for those models (Tables 5–8). Likewise, higher \( NR \) was associated with false-positive detections (Figs. 3, 4), inclusion of \( NR \) as the only predictor in the model may bias the model towards classifying most detections as false positive. The Lotek receivers with Yagi antennas produced lower noise (Fig. 6) than Sigma Eight Orion receivers with Yagi antennas (Figs. 3, 4), although this was probably related to site specific conditions and not manufacturer. Results of the \( k \)-fold cross-validation procedure suggest the predictor variables designed for MAST provide excellent discriminatory power regardless of manufacturer, or antenna configuration.

The naive assumption that all predictor variables were independent is remarkably robust, even when multicollinearity is present. This assumption almost never holds for natural data sets [23], including MAST where HR and CRL were highly correlated. However, MAST still performed well. Stephens et al. [38] found the naive assumption valid even in the presence of strong attribute dependence due to cancellations between errors in the likelihoods of different classes. They do caution that this assumption will breakdown when the set of predictor variables is large and suggest combining correlated features then judging the relative performance of the algorithm with and without the combined variables. While we did not combine variables, we found that removing CRL as a predictor improved the \( fpr \) (Tables 5 and 7) or had no effect (Tables 6 and 8). The \( fpr \) of the saturated model was generally low and within acceptable ranges.

Discretization of continuous predictor variables did not appear to affect the performance of the NB algorithm as evidenced by high \( sen \) and low \( fpr \). We found discretization simplified the calculation of likelihood and was able to describe complex multi-modal PMFs. However, Dougherty et al. [11] have shown that the equal width interval method chosen for MAST is vulnerable to outliers that may drastically skew ranges. While an examination of PMFs produced for this project did not demonstrate an effect of outliers, the authors will amend MAST in future iterations to include other discretization methods should the need arise. We do caution against too many bins. One could use the PDH itself as a predictor, however, the number of bins produced and low number of observations in each would not produce informative likelihoods and could lead to single precision floating point decimal errors.

MAST is able to account for receivers that switch between antennas or frequencies. However, care must be taken when setting up study parameters such as the scan time of the receiver and the pulse rate of the tag. Poor setup will result in missed detections and sparse PDHs, which would reduce the power of the HR and CRL predictors. For this study, the scan time was set to an interval slightly longer than the pulse rate of the tags. This increased the likelihood the tag was detected when the receiver cycled back to the original frequency and reduced the likelihood of missed detections. While we were careful, our setup still resulted in missing detections. However, it only slightly affected HR and CRL as evident by little to no difference in HR for valid detections across scenarios.
By relaxing the MAP criterion, a researcher can control their level of confidence in a given score considered to be true. For example, a ratio close to unity is weak evidence of a false positive or negative detection. This application used a strict interpretation of the MAP hypothesis, but rather than implementing MAP, we can require the rejection ratio to be smaller than a certain threshold before we prompt classification as false positive. Conversely, we can require overwhelming evidence to accept that a record is true and mandate that the ratio is greater than 1.0 by a certain threshold. However, in doing this, one would expect to create instances of false negatives, where marginal detections are classified as false positive. The algorithm is meant to be adaptable to study goals and site conditions, where one may want a stricter classifier due to electronic or radio interference, or where the consequences of mis-assignment dictate a conservative approach. Researchers must recognize and balance the two types of errors in setting the classification threshold.

Likewise, the researcher may want to negate the weight of evidence provided by the prior probability. There may be instances where there is an overwhelming number of detections in one class verses another. So much so, that obvious misclassifications occur. In these cases, the researcher can implement an uninformative prior, where there is an equal split between detections classes. With an uninformative prior, our problem reduces to a maximum likelihood approach.

This study lumped multiple receivers of like-types together when creating training data for classification and cross-validation purposes. By lumping receivers together, we reduced positive bias that was introduced by Laplace smoothing, increased statistical power, and generalized training data making it more applicable to other locations within the same study. However, care must be taken when lumping. Single-band receivers should not be lumped with wide-band receivers. Likewise, receivers with Yagi antennas should not be grouped with receivers that have dipole antennas. Even if two receivers have the same type of antenna, they should not be grouped together if their noise profiles are entirely different. Noisy sites happen, and they are fundamentally different from low-noise sites or receiver-antenna configurations that produce less noise.

The algorithm only classifies a single receiver at a time; however, it may be possible to use recapture histories from multiple receivers to inform on movement or overlap between receivers. For example, it is possible to build receiver-to-receiver logic that identifies improbable site progressions. Once a telemetry network has been expressed as a graph with telemetry receivers for nodes and logical migratory pathways described with directed edges, we can calculate two important matrices: the adjacency and distance matrix. With an adjacency matrix, we can identify illogical movements. For example, a fish cannot swim upstream through the powerhouse of a dam.

Choice of a tag’s burst rate is critical. With short burst rates, we are able to assess fine scale movements and increase the temporal accuracy of assessments of migratory delay. However, short burst rates come at the cost of reduced predictive power. We can increase the discriminatory power with longer burst rates, as detections occurring between defined pulses are not even considered for inclusion in the PDH. However, this problem will become moot when all receiver manufactures increase time-step precision to sub-second intervals. Until then, the likelihood of two false-positive detections occurring in series is low, as is evident in Figs. 3B, 4B, and 6B, which suggests that this problem may not bias posteriors too much.

The intention of this effort was to develop a method that assists the researcher in culling the volume of false-positive data that telemetry projects produce. The data must still go through quality control procedures. When coupled with a robust data management system, MAST increases the efficiency of data processing and provides the researcher with a quantitative measure backed up with evidence. A researcher is then able to diagnose why a detection was classified a certain way leading to objective and repeatable studies.

Telemetry methods have undergone substantial development and evolution in recent decades, with radio and acoustic telemetry methods offering complementary capabilities [2, 10, 27]. With improved technologies, costs have declined and dimensions of radio (including passive integrated transponders) and acoustic tags have gotten smaller, broadening the scope and scale of species and studies that these tools can support. All telemetry approaches have the potential to yield false positives, and the ability to reliably score individual detections is needed to support this development. This will allow for new applications, such as the use of received power from receivers with overlapping detection ranges among multiple antennas to position tags in space [4, 16]. Retaining valid detections improves per-transmission detection efficiency, which will improve the power and reliability of mark-recapture studies [32] and other investigations of habitat use, movement, and survival [1, 30]. These data are essential for improving understanding of habitat connectivity and movement corridors as well as identifying and mitigating risks to populations. By providing an objective measure of data quality this approach should help managers working in a variety of environments and habitat types to better manage species of interest.
Appendix 1
See Table 9

Table 9  A list of terms and their meaning

<table>
<thead>
<tr>
<th>Variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>Naïve Bayes Classifier</td>
</tr>
<tr>
<td>RSS</td>
<td>Received signal strength or detection power, model parameter</td>
</tr>
<tr>
<td>HR</td>
<td>Hit ratio, model parameter</td>
</tr>
<tr>
<td>CRL</td>
<td>Consecutive record length, model parameter</td>
</tr>
<tr>
<td>NR</td>
<td>Noise ratio, model parameter</td>
</tr>
<tr>
<td>δ2L</td>
<td>Difference in time-lab between detections, model parameter</td>
</tr>
<tr>
<td>PDH</td>
<td>Proximate detection history</td>
</tr>
<tr>
<td>P(C_i</td>
<td>F_1,...,F_n)</td>
</tr>
<tr>
<td>P(C_i)</td>
<td>Prior probability of the i_th detection class occurring where (C_i ∈ {Valid, FalsePositive})</td>
</tr>
<tr>
<td>P(F_j</td>
<td>C_i)</td>
</tr>
<tr>
<td>t_p</td>
<td>True positive</td>
</tr>
<tr>
<td>f_p</td>
<td>False positive</td>
</tr>
<tr>
<td>f_n</td>
<td>False negative</td>
</tr>
<tr>
<td>t_n</td>
<td>True negative</td>
</tr>
<tr>
<td>sen</td>
<td>Sensitivity, model metric, sen = t_p/(t_p + f_n)</td>
</tr>
<tr>
<td>spc</td>
<td>Specificity, model metric, spc = t_n/(f_p + t_n)</td>
</tr>
<tr>
<td>npv</td>
<td>Negative predictive value, model metric, npv = t_n/(f_n + t_n)</td>
</tr>
<tr>
<td>ppv</td>
<td>Positive predictive value, model metric, ppv = t_p/(t_p + f_p)</td>
</tr>
<tr>
<td>fpr</td>
<td>False positive rate, model metric, fpr = f_p/(f_p + t_n)</td>
</tr>
<tr>
<td>PRC</td>
<td>Precision-recall curve</td>
</tr>
<tr>
<td>AUC</td>
<td>Area under the curve statistic, integral of the PRC</td>
</tr>
<tr>
<td>κ</td>
<td>Cohen’s Kappa measure of concordance</td>
</tr>
</tbody>
</table>

Acknowledgements
Steven Leach and the FirstLight Relicensing Team for use of data and facilities, Hannah Gorin for the map, and to Thomas Meyer for review. Any use of trade, product, or firm names is for descriptive purposes only and does not imply endorsement by the U.S. Government.

Authors’ contributions
The lead author, KP, was the primary Python developer. TC-S developed the iterative reclassification routine and train-on-study tag methodology. Each author made significant contributions to the paper. Both the authors have read and approved the final manuscript.

Funding
The authors did not receive funding to produce this manuscript.

Availability of data and materials
The datasets used and/or analyzed during the current study are available from the corresponding author on reasonable request. A thorough ReadMe describing the software, installation, and use guiding researchers through a radio-telemetry project, including false positive removal routines, can be found at the project’s GitHub: https://github.com/knebiolo/MAST.

Declarations

Ethics approval and consent to participate
The study, methods, and handling procedures were approved as part of FERC federal-relicensing resource-studies for the Northfield Mountain Pumped Storage Project (P-2485) and Turners Falls Hydroelectric Project (P-1889) on projects 3.3.2: Evaluation of Upstream and Downstream Passage of Adult American Shad, and 3.3.15: Assessment of Adult Sea Lamprey Spawning within the Turners Falls Project and Northfield Mountain Project Area.

Consent for publication
Authors and their respective organizations consent to publication.

Competing interests
The authors have no competing interests.

Received: 28 February 2021   Accepted: 4 January 2022
Published: 13 January 2022

References

Publisher's Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.