
Horton et al. Animal Biotelemetry  (2024) 12:2 
https://doi.org/10.1186/s40317-023-00356-9

METHODOLOGY Open Access

© The Author(s) 2024, corrected publication 2024. Open Access  This article is licensed under a Creative Commons Attribution 4.0 
International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you 
give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To 
view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/. The Creative Commons Public Domain Dedication waiver 
(http:// creat iveco mmons. org/ publi cdoma in/ zero/1. 0/) applies to the data made available in this article, unless otherwise stated in a 
credit line to the data.

Animal Biotelemetry

Maximising the value of transmitted data 
from PSATs tracking marine fish: a case study 
on Atlantic bluefin tuna
Thomas W. Horton1*, Samantha Birch2, Barbara A. Block3, Lucy A. Hawkes4, Jeroen van der Kooij2, 
Matthew J. Witt4 and David Righton2,5 

Abstract 

Background The use of biologging tags to answer questions in animal movement ecology has increased in recent 
decades. Pop-up satellite archival tags (PSATs) are often used for migratory studies on large fish taxa. For PSATs, move-
ments are normally reconstructed from variable amounts of transmitted data (unless tags are recovered, and full data 
archives accessed) by coupling geolocation methods with a state-space modelling (SSM) approach. Between 2018 
and 2019, we deployed Wildlife Computers PSATs (MiniPATs) from which data recovery varied considerably. This led 
us to examine the effect of PSAT data volume on SSM performance (i.e., variation in reconstructed locations and their 
uncertainty). We did this by comparing movements reconstructed using partial (< 100%) and complete (100%) 
geolocation data sets from PSATs and investigated the variation in Global Position Estimator 3 (GPE3; Wildlife Comput-
ers’ proprietary light-based geolocation SSM) reconstructed locations and their certainty in relation to data volume 
and movement type (maximum dispersal distance).

Results In this analysis, PSATs (n = 29) deployed on Atlantic bluefin tuna (Thunnus thynnus) transmitted data 
after detaching from study animals for between 0.3 and 10.8 days (mean 4.2 ± 3 days), yielding between 2 and 82% 
(mean 27% ± 22%) of total geolocation data. The volume of geolocation data received was positively related 
to the amount of time a tag transmitted for and showed a weak negative relationship to the length of the tag deploy-
ment. For 12 recovered PSATs (i.e., 100% of geolocation data; mean ± 1 S.D. = 301 ± 90 days of data per fish), (i) if ABT 
travelled short-distances (< 1000 km), movements reconstructed from partial data sets were more similar to their 
complete data set counterpart than fish that travelled over longer distances (> 1000 km); (ii) for fish that travelled 
long distances, mean distance of locations from corresponding complete data set locations were inversely correlated 
with the volume of data received; (iii) if only 5% of data was used for geolocation, reconstructed locations for long-
distance fish differed by 2213 ± 647 km from the locations derived from complete data sets; and, (iv) track reconstruc-
tions omitted migrations into the Mediterranean Sea if less than 30% of data was used for geolocation.

Conclusions For Wildlife Computers MiniPATs in our specific application, movements reconstructed with as little 
as 30% of the total geolocation data results in plausible outputs from the GPE3. Below this data volume, however, 
significant differences of more than 2000 km can occur. Whilst for a single species and manufacturer, this high-
lights the importance of careful study planning and the value of conducting study-specific sensitivity analysis prior 
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to inclusion of modelled locations in research outputs. Based on our findings, we suggest general steps and refine-
ments to maximise the value of light geolocation data from PSATs deployed on aquatic animals and highlight 
the importance of conducting data sensitivity analyses.

Keywords Light-based geolocation, Pop-up satellite archival tags, Telemetry, State space models, Pelagic fish, Tag 
performance

Introduction
Over the past 30  years, electronic ‘biologging’ tags 
(“tags”) have become a common experimental data 
source or tool in aquatic animal science [1]. In stud-
ies of a wide range of fish species, tags have been used 
to address fundamental questions about movement [2, 
3], habitat occupation [4, 5], management [6–8], discard 
or post-release mortality [9–11], population structure 
[12–14], reproductive biology [15–17], natural mortality 
[18, 19] and predation [20–22]. Studies regarding species’ 
spatial ecology rely on the reconstruction of geographic 
movements using transmitted radio signals or data col-
lected by sensors from such tags that enable running 
geolocating algorithms, making this an important field of 
movement ecology [1, 23–26].

One of the fundamental challenges in early animal 
tracking studies was the need to either physically recover 
tags, or actively follow tagged animals to obtain data and 
reconstruct movements [27]. Since 1978, however, the 
Argos data collection and location system has provided 
a means to relay data from transmitting tags via satel-
lites [28], removing some of the need to recover them. 
Pop-up satellite archival tags (PSAT) are geolocating tags 
designed for use in the marine environment [29]. PSATs 
are attached externally to study animals for program-
mable deployment lengths, based on their capacity to 
store and transmit data [30]. They record a continuous 
archive of data on a range of environmental parameters, 
typically including light, pressure (depth) and tempera-
ture, before detaching (“popping-up”) from the study 
animal and transmitting a summary of their logged data 
to Argos satellites. The continuous archive is stored on 
the tag’s hard drive and can be downloaded if physically 
recovered, always representing the most complete data 
set from a PSAT deployment. For tags that are not physi-
cally recovered, the limited Argos bandwidth requires 
that the data archive is compressed on-board and divided 
into smaller, transmissible data messages. The specifics 
of these processes vary between manufacturers and tag 
models. For Wildlife Computers MiniPATs, each unique 
geolocation message contains tag-sensed “observations” 
of light and depth, and temperatures of the “sea surface” 
(i.e., the temperature at the shallowest depth) for a spe-
cific day, although depending on their programming, 
tags can also send messages containing information on 

behaviour (e.g., time spent in predetermined depth and 
temperature bins). These messages are transmitted to 
overpassing satellites in the Argos constellation [31]. For 
PSATs, movements are typically reconstructed from data 
at the end of the deployment using light-based geoloca-
tion [32, 33], whereby light curves (identified on board 
the tag) are used to estimate locations generated either by 
threshold, [34] or curve-fitting methods [35, 36]. For this 
geolocation method, location estimates can be improved 
by incorporating (i) tag-sensed sea surface temperature 
(SST, [37–39]) or profiles of depth and temperature [40] 
with modelled oceanography, and, (ii) tag-sensed depth 
with known bathymetry.

Despite being an invaluable tool to study many species, 
some PSAT features impact the quantity and quality of 
data recovered from them. First, the need to keep devices 
small [41] requires the use of small batteries that limit the 
mass of the tag, but also limit operational lifetime. As the 
energy required for data transmissions is considerable, 
this can constrain the volume of data that can be trans-
mitted [23, 42]. Second, PSATs are not infallible, and tags 
can fail to transmit completely [23, 43, 44]. Third, limi-
tations associated with transmission of data, linked to 
the latitude of transmission (greater coverage at higher 
latitudes), biofouling, antenna breakages or even bad 
weather mean that the proportion of data that is success-
fully decoded after transmission can vary greatly [23, 45]. 
Finally, due to their sophistication, PSATs are expensive 
($000 s per tag), which imposes a limitation on the num-
ber that can be purchased and deployed. These issues 
can be accounted for, in part, by careful study design (see 
[23]) but the reality in tracking studies using PSATs is 
that partial data sets are a common occurrence.

To deal with partial or fragmented data, as well as the 
complex error structures associated with geolocation 
[46] modern methods utilize state space models (SSMs) 
to reconstruct movements from tag data [47]. SSMs com-
bine several observation models (e.g., derived from light, 
temperature, and depth data) to form a data likelihood. 
This data likelihood model is coupled with a movement 
model to provide the most probable locations (and their 
uncertainty) at which the original observations were 
recorded [47]. In the case of some movement SSMs, the 
user inputs a prior assumption on how the tracked ani-
mal moves to inform the process model—e.g., movement 
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speed. For Wildlife Computers tags, the “Global Position 
Estimator 3” (GPE3, [48]) enables setting user-defined 
movement speeds: greater speeds allow for larger step-
lengths between successive locations and, conversely, 
lower speeds limit step-lengths and may constrain move-
ments. In a movement SSM context, the output is a dis-
crete time series of locations between a known start (i.e., 
deployment location obtained with a GPS device) and 
endpoint location (i.e., pop-up location derived through 
Argos using the Doppler Effect), with computed spatial 
probabilities. The GPE3 is one example of such a light-
based geolocation SSM and other models exist (e.g. [2, 
38, 40, 49, 50]). Light-based geolocation can have spa-
tial errors of 100  s of kilometres [36, 38, 51, 52], and it 
is widely appreciated that SSMs generate more accurate 
estimates when supplied with greater volumes of high-
quality data [47]. Understanding how data volume and 
SSM accuracy co-vary in real-tracking scenarios could 
aid researchers in maximising the inclusion of PSAT data 
sets of varying data volumes, limiting the risk of spurious 
results and thus increasing the ecological inference of the 
resulting outputs.

Atlantic bluefin tuna (Thunnus thynnus, ABT) have a 
broad vertical niche and dive extensively [53–55] yet rou-
tinely spend time in epipelagic waters, where twilights can 
be reliably detected [55, 56]. They have also been tracked 
using PSATs for over two decades [31] and deployments 
of a year or more provide a broad temporal range of data 
[56, 57]. As part of a larger tracking project (Thunnus UK, 
www. thunn usuk. org) we deployed PSATs (Wildlife Com-
puters MiniPATs) on ABT between 2018 and 2019. PSATs 
transmitted variable amounts of data, ranging from no or 
low volumes of data to nearly all expected transmissions. 
Low data volumes can afflict tagging studies for a num-
ber of technical reasons, and our experience of this issue 
prompted us to investigate the effects of data quantity on 
movement reconstructions using ABT as a case study. A 
proportion of these tags were physically recovered, ena-
bling the recovery of the full archive contained in the tag’s 
memory. The goals of this analysis were, therefore, two-
fold: (i) to investigate how track reconstruction with the 
GPE3 varied when provided differing amounts of geolo-
cation data, and (ii) to inform whether tags transmitting 
limited data should be excluded from spatial analyses. 
Here, we use Wildlife Computers software and hardware, 
specifically, but where suitable make inferences that may 
be applicable to other PSATs and SSMs.

Materials and methods
Electronic tagging
PSATs were deployed on ABT caught with rod and reel 
using either dead baits or trolled surface lures in territo-
rial waters of the United Kingdom in 2018 (n = 10) and 

2019 (n = 26). Fish were brought to the research ves-
sel by professional anglers, and measuring, application 
of tags and tissue sampling was conducted on board by 
licensed scientists. Whilst on board, ABT were rested on 
a salt water rinsed padded vinyl mat, eyes were covered 
with a cloth soaked in a fish slime replacement, and free-
flowing saltwater was used to irrigate the gills via a hose. 
PSATs were attached externally using two intramuscu-
lar titanium darts following the methods of Wilson et al. 
[57]. Post-tagging procedure, individuals were revived 
in-water by towing at 2–3 knots with the head facing the 
direction of travel. Upon showing visible signs of recov-
ery (i.e., a strong tailbeat), the tagged fish were released. 
All research was conducted under license from the UK 
Home Office.

PSATs
PSATs (“tags” hereafter) were Wildlife Computers Mini-
PATs (model 348-F), which archived sensor data on 
ambient light, depth and temperature every 5 or 15  s. 
For transmission, the archive is summarised by the tag’s 
microprocessor and summarised into several data mes-
sage types that can be transmitted, with geolocation mes-
sages being one example. If geolocation data are enabled 
during programming, one geolocation data message is 
generated per tracking day containing data on SSTs (i.e., 
temperatures associated with the shallowest readings), 
the depth of the animal during the sampling of the light 
curves, and ambient light levels during twilights [58]. 
After popping off the fish, tags transmit a data message 
every 60 s in a chronological cycle, starting at the deploy-
ment date. When all messages have been transmitted 
once, the chronological loop restarts at the first message, 
and this continues until battery exhaustion. No data mes-
sage type (e.g., geolocation or behavioural messages if 
they are enabled) has greater transmission priority than 
another.

PSAT programming
Tags were programmed for deployments of between 314 
and 366 days. All tags were programmed to auto-detach 
if they remained at a constant depth (± 2.5 m) for 3 days 
or if sensors indicated that the tag was at or deeper than 
a depth threshold (either 1400 or 1700 m). Tags were pro-
grammed to generate a geolocation data message and 
between 2 and 4 other messages (e.g., profiles of tem-
perature and depth) per tracking day (geolocation data 
proportions ranged between 0.17 and 0.29 of total data 
messages). The total number of data messages generated 
over a complete deployment to be subsequently uploaded 
via the Argos system was capped at either 1400 (n = 19 
tags) or 1800 messages (n = 17 tags) in line with manufac-
turer guidance (based on expected data recovery). Some 
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tags (n = 12) were physically recovered after popping off, 
allowing download of a complete archive data set (see 
inset box for terminology). Recovered tags were left out-
side with clear view of the sky until battery exhaustion.

Terminology
Transmission period: The length of time a tag trans-
mitted after having detached from the study animal.

Data received: The amount of data received and suc-
cessfully decoded (ignores corrupt messages) by a 
researcher from a transmitting PSAT. This can be 
either total data (i.e. geolocation data and all other 
data) or just geolocation data. Where appropriate 
these differences are stated. 

 i. Transmitted dataset: A summary dataset received 
from a transmitting PSAT via Argos (i.e. pieced back 
together from individual data messages).

 ii. Archive dataset: A dataset only available by physi-
cally downloading from a recovered tag (1–15 s resolu-
tion).

Data volume: The proportion of a tag’s summarised 
data archive recovered (either from transmission or 
recovery). This can be in a total (i.e. all behavioural 
and geolocation messages) or geolocation-only con-
text (i.e. only geolocation messages). 

 i. Partial dataset: A part of a summarised PSAT dataset 
of a standardised data volume, created by post-process-
ing. A fragmented record of all data for a given deploy-
ment.

 ii. Complete dataset: A dataset containing 100% of 
summarised data generated either from a recovered tag 
being processed on the Wildlife Computers portal (as 
in this study) or by successfully recovering all unique 
data messages from a transmitting tag (no tag in this 
study). A contiguous record of all data for a given 
deployment.

GPE3
The GPE3 is proprietary software of Wildlife Computers 
[48] and is based on the SSM as described in Pedersen 
et al. [59, 60]. It has been widely applied to fish tracking 
studies [56, 61–65]. The authors are end-users of this 
software and had no additional controls over GPE3 or 
its outputs. For the purposes of this research additional 
information on the GPE3 was requested from Wildlife 

Computers, which is also included as a supplement. First, 
tag data are processed for geolocation modelling. The 
GPE3 requires specific file formats as inputs, so both 
transmitted and archive data sets are pre-processed into 
the same format using the Wildlife Computers online 
portal (https:// my. wildl ifeco mpute rs. com), which is also 
where researchers access the GPE3 and its resultant out-
puts. Briefly, the GPE3 SSM is as follows: three observa-
tion models comprise the data likelihood, calculated on 
a time-discretised grid with a cell size of 0.25° × 0.25°. 
These are, (i) Known locations, in our case from a GPS at 
the time of release (latitude, longitude and time in UTC) 
and an Argos-derived location after the tag had detached 
(latitude, longitude and time in UTC). (ii) Daily twilights 
annotated onboard the PSAT by selecting the daily peri-
ods when delta light is greatest. The time of the twilight 
(in UTC) and rate of change (i.e., shape of the light curve) 
is used to provide an algorithmically derived position 
for longitude and latitude, respectively, the “template fit” 
method, [66]. (iii) SST likelihoods, tag SST observations 
are derived from the thermistor and depth sensor read-
ings and are taken from the shallowest depths sampled 
closest in time to the start of the dawn or dusk and com-
pared with the NOAA OI SST V2 High Resolution Data 
set (https:// psl. noaa. gov/ data/ gridd ed/ data. noaa. oisst. 
v2. highr es. html) provided depth is no greater than 10 m. 
Likelihood surfaces are refined by applying a bathymet-
ric mask using the ETOPO1 1 Arc-Minute Global Relief 
Model [67] to exclude cells where bathymetry was shal-
lower than the maximum recorded depth value. The 
movement model is a random walk diffusion model with 
step lengths limited by a user-defined speed parameter. 
In our case, ABT movements were reconstructed using 
a user-specified movement speed of 2.5  m   s−1. Altering 
this parameter can dramatically change outputs and con-
ducting prior analyses is an important precursor to final 
parameter selection. Whilst not a key goal of this study, 
varying movement speed was investigated, and 2.5 m  s−1 
defined analytically as outlined in “Assessment of geoloca-
tion outputs”. Finally, most likely locations are calculated 
by the HMM using a forward–backward algorithm, cou-
pling the observation model with the movement model. 
The outputs from the GPE3 used in this study, were (i) 
most likely latitudes and longitudes. (ii) A NetCDF file 
containing Geo2D arrays of 0.25 × 0.25-degree gridded 
probabilities (summing to 1) for each 12-hourly location. 
Other components are available in the NetCDF and in a 
Google Earth file but were not used in this analysis.

PSAT data processing
For intra-tag data volume comparison, only PSATs that 
had transmitted until battery exhaustion and were physi-
cally recovered were used (n = 12 tags). For these tags, we 

https://my.wildlifecomputers.com
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calculated data percentages by dividing the total number 
of unique messages received (either for just geolocation 
or all data) by the number of messages generated and 
multiplying by 100. Due to variations in data transmis-
sion (e.g., one tag transmitting 49% data, and another 
only transmitting 41%), transmitted data sets were seri-
ally decomposed to create aliases with smaller volumes of 
geolocation data at uniform intervals (“partial data sets”; 
e.g., a tag that transmitted 46% of geolocation data was 
decomposed into 5%, 10%, 20%, 30% and 40% geoloca-
tion volume aliases). In a real tracking scenario, the tag 
transmission schedule and the orbit of Argos satellites 
are non-random and define which messages are transmit-
ted and subsequently received and decoded (see [23] for 
an example of this). To mimic a real scenario as closely as 
possible (i.e., tag batteries exhausting after a certain time 
elapsed), we chose to create data aliases by capping the 
transmitted data set for a given tag by the time taken to 
transmit n% of data (e.g., for 17P0786, 5% = 0.6 days and 
10% = 1.1 days etc. Additional file 1: Fig. S2), rather than 
selecting data at random from a complete data set (given 
the non-randomness of the process). For this reason, 
only transmitted data sets were used in the intra-tag data 
comparison. Not all tags transmitted the same volume 
of data, and therefore, more tags were in the 5% com-
pared to the 40% data groups, for example (sample sizes 
are provided in results). The resulting data sets from this 
decomposition are termed “partial data sets”, which were 
then used for comparison with the “complete data sets” 
(Box  1). The most probable locations derived from par-
tial data sets were then compared with the most probable 
locations derived from the complete data set for each 
pair of partial and complete data sets for a given tag (e.g., 
5% and 100%). All data sets referred to were processed as 
outlined in the “GPE3” section.

Assessment of geolocation outputs
To account for spatial domains varying with distance 
travelled (i.e., the further animals move, the larger the 
possible errors for SSMs), fish were analysed in two 
groups based on complete data sets: fish that dispersed 
over distances less than 1000 km from respective tagging 
locations (straight, geodesic, line between deployment 
and furthest point; ‘short distance fish’) or fish that dis-
persed over distances over 1000 km (‘long-distance fish’; 
Additional file  1: Fig. S6). GPE3 outputs were assessed 
by comparing movements reconstructed using complete 
data sets with the corresponding movements from each 
partial data set (i.e., 5%, 10%, 20%, 30% and 40%) in five 
ways: (i) spatial similarity (termed “τ”; between 0 and 1). 
Briefly, τ = the square root of the proportion of overlap 

between the total 12-hourly 99% likelihood surface (i.e., 
all likelihood polygons merged and dissolved for a data 
set) with 1 being a perfect match (see Additional file  1: 
Fig. S3 for full description); (ii) spatial uncertainty, com-
parisons between the area of 99% likelihood surfaces (i.e., 
“uncertainty”, see Additional file 1: Fig. S4 for full descrip-
tion); (iii) distance, we calculated the great circle straight 
line distance between time-matched locations and also 
expressed differences by calculating root squared mean 
distance (i.e., see Additional file 1: Fig. S4 for full descrip-
tion); (iv) the difference in tag sensed SST and SST at the 
reconstructed location (from the NOAA Optimum Inter-
polation SST analysis, https:// www. ncdc. noaa. gov/ oisst,”, 
Additional file 1: Fig. S5); and, (v) entry to the Mediter-
ranean Sea. Adult ABT from the eastern stock are known 
to visit the Mediterranean Sea between May and July [17, 
56]. If complete data set reconstructions placed ABT 
within the Mediterranean Sea (i.e., a location was present 
in the Mediterranean Sea basin east of 5.5°W), the data 
volume at which this habitat was first occupied is indi-
cated. This approach (i.e., “v”) was used to investigate 
the effect of altering the user-defined speed parameter 
on GPE3 track reconstructions and also to define the 
correct movement speed for all intra-tag comparisons. 
In this analysis complete data sets were re-processed by 
GPE3 at movement speeds ranging from 0.5 to 5 m  s−1, 
at 0.5 m   s−1 increments and resulting movements com-
pared. We decided to choose the lowest speed at which 
ABT were all placed in the Mediterranean Sea to avoid 
specifying biologically unrealistic movement speeds for 
GPE3 runs. If ABT did not enter the Mediterranean Sea 
at any data volume or movement speed, this metric was 
not included.

Data analyses
All data analyses were conducted in R [68] and mapped 
in QGIS [69]. Errors, where stated, are reported as ± 1 
Standard Deviation. A student’s paired T test [70] was 
used to investigate differences in proportions of total 
data and geolocation data received between tags. A gen-
eralised linear model (GLM; Poisson family, [70]) was 
used to investigate the influence of tag transmission time, 
deployment duration and total messages generated on 
the proportion of data finally recovered via the Argos 
System. The GLM with the best fit to data was selected 
by removing individual parameters (predictors) using the 
“Drop1” function in R, [71] and comparing the resulting 
model with the null model using a Chi-squared likeli-
hood-ratio test.

To investigate the relationships between data volume 
and movement group (short- or long-distance fish) on 

https://www.ncdc.noaa.gov/oisst
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(i) spatial uncertainty, (ii) distance, and (iii) difference in 
SST, generalised linear mixed effects models (GLMM; 
Poisson family) were fit to data using the package “lme4” 
in R [72] with tag ID as a random variable. The signifi-
cance of fixed effects in models were estimated by first 
calculating the t-statistic (coefficient/standard error of 
coefficient) and then comparing it to critical values (cor-
responding to the desired significance levels) represent-
ing the thresholds beyond which the null hypothesis is 
rejected in favour of the alternative hypothesis.

Temporal autocorrelation was tested for by conduct-
ing a Durbin–Watson test on uniformly scaled residuals 
using the function testTemporalAutocorrelation func-
tion in the DHARMa package in R [73]. If a significant 
test result was returned (as for both spatial uncertainty 
and distance), the data set in question was proportion-
ally reduced (e.g., by 10%, 20% and 30%) by random sub-
sampling and retested until a non-significant test  result 
(at the P ≤ 0.01 level) was obtained (Additional file 1: Fig. 
S12). Due to the lower number of data points and non-
normal data distribution, the relationship between spatial 
similarity and movement group and spatial similarity and 
geolocation data volume were investigated using a non-
parametric Kruskal–Wallis test and Pearson’s product 
moment [74], respectively. To investigate the relationship 
between number of messages to transmit and time taken 
to transmit a data threshold a GLM was fitted to data as 
previously described for Argos data. For full data volume 
analytic pathways see Additional file 1: Figs. S1–S6.

Data proportion
Patterson and Hartmann [23] demonstrate how sam-
pling regime (summary period in hours) and deployment 
length influence the proportion of data received from a 
transmitting PSAT. Here, we develop this idea and inves-
tigate a variation on this principle—the time taken to 
transmit proportion x of geolocation data (t;  i.e., a spe-
cific data type). This is a function of the amount of geolo-
cation data to recover (dx) and the rate of data recovery 
(r). The total amount of geolocation data is obtained by 
multiplying the rate of data creation (β, messages per day 
for specific data type) by the deployment length in days 
(l). Thus proportion dx is calculated as follows:

The rate of data recovery (r) is a function of the 
rate of message recovery via Argos, which is latitude 
dependent (mlat—messages received per hour and suc-
cessfully decoded), the overall proportion of novel mes-
sages (σ, i.e., excluding duplicates) and the proportion 
of the total messages generated required (α, i.e., geolo-
cation messages/total messages):

(1)dx = x(β l).

Therefore, the time in hours taken to transmit  data 
proportion dx is calculated as follows:

Using Argos satellite pass and message data for the tags 
in this study, we calculate mean latitude of transmissions 
(calculated using radio-frequency Doppler shift meth-
ods), rate of data recovery via Argos satellites (satellite 
passes per hour and messages per hour) and the pro-
portion of duplicate messages. For the purposes of this 
investigation, we use grand mean values where suitable 
to investigate how data recovery varies with both deploy-
ment length and programming regime (geolocation mes-
sages/total messages).

Results
Tag deployments
Tags were deployed on ABT between the 4th of October 
2018 and the 18th of November 2019 (n = 36, Table  1) 
and 29 detached and reported data (81%; 29 of 36). To 
obtain the full archive of data, 12 tags were physically 
recovered after having detached from their study ani-
mals. Seven of the 29 tags did not report (19%). Mean 
deployment length for reporting tags was 280 ± 98 days 
(range 106–366 days) with 18 tags (62%) remaining 
attached until their programmed pop-up date, whilst 
11 tags (38%) detached prematurely. Long-distance fish 
were typically tracked for longer than short distance fish 
(mean track length = 342 ± 24 days versus 182 ± 116 days, 
respectively).

Transmission of data to Argos (n = 29 tags) occurred 
for as little as 0.3 days and as long as 10.8 days (mean 
4.2 ± 3 days), yielding between 2 and 91% (mean 29 ± 25%) 
of the total data set, and between 2 and 82% (mean 
27% ± 22%) of total geolocation data. No significant dif-
ference was observed between total data volume and 
geolocation data volume for tags (paired-samples T test 
on log-transformed data; t = −  0.32, df = 28, P = 0.8). 
The volume of geolocation data received was positively 
related to the amount of time a tag transmitted for 
(χ2 = 183.7, P  ≤ 0.001; Fig.  1), negatively related to the 
length of the tag deployment (χ2 = 18.4, P  ≤ 0.001) and 
negatively related to the number of messages generated 
(χ2 = 5.3, P = 0.02).

Track reconstructions and data volume
Recovered tags (n = 12) provided tracks totalling 3622 
days, detailing ABT movements between 2018 and 2020. 
Of these, nine were long-distance fish (n = 3,077 days, 

(2)r = α (mlatσ).

(3)t = dx/r
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mean maximum displacement = 2283 ± 560 km) and 
three were short-distance fish (n = 545 days, mean maxi-
mum displacement = 713 ± 34 km). Long distance fish 
migrated from the United Kingdom as far west as the 
Central Atlantic (40°W; Fig. 2) and south to the Canary 
Islands. Seven of these fish entered the Mediterranean 
Sea (crossed west–east through the Gibraltar Straight at 
5.5°W), where they travelled as far east as Turkey (5°E) 
before returning to the tagging site. Conversely, short 
distance fish spent the entirety of the tracking period 
between the Western English Channel and the Bay of Bis-
cay. For both long and short distance fish, most time was 
spent in the Bay of Biscay. When movements from com-
plete geolocation data sets were compared with partial 

data sets, reconstructions for short distance migrants 
were more similar, less uncertain, closer and exhibited 
less modelled SST difference when compared to long-
distance fish (Table 2). For long distance fish only, spatial 
similarity (Spearman’s Rank; ρ = 0.89, P  < 0.001; Fig.  2), 
mean distance (GLMM, z = 2684, P < 0.001; Fig. 3) spatial 
uncertainty (t = − 94.12, P < 0.001; Fig. 3) and SST differ-
ences (t = − 34.2, P < 0.001; Fig. 4) were significantly cor-
related with proportion of geolocation data transmitted 
and successfully decoded, reaching the best fit (i.e., most 
similar with least uncertainty and SST difference) to 
complete data sets at 40% data volume (the maximum in 
this study).

Table 1 Deployment statistics for PSATs analysed in this study that that transmitted data. Displacement categories were only 
calculated for tags that were recovered and subsequently included in data volume comparisons

Italic cells denote PSATs that were physically recovered and used for data volume comparisons. For “Deployment length”, full deployments met their programmed 
pop-up dates, whereas premature deployments did not. Premature is abbreviated to “Prem”

PSAT Deployment 
length

Displacement 
category

Deployment 
length (d)

Data 
messages 
generated

Proportion of 
geolocation 
data messages

Transmission 
length (d)

Total data set 
recovered (%)

Geolocation data 
set recovered (%)

18P0808 Full Long distance 366 1906 0.19 4.23 7 9

18P0837 Full Long distance 366 1863 0.2 2.68 13 13

19P0175 Full Long distance 359 1622 0.22 0.29 2 3

16P1483 Full Long distance 324 1377 0.24 1.54 14 13

17P0786 Full Long distance 328 1390 0.24 8.56 50 45

18P0932 Full Long distance 334 1178 0.28 2.74 23 16

19P0216 Full Long distance 341 1201 0.28 5.68 17 12

19P0206 Full Long distance 362 1269 0.29 1.17 4 4

18P0812 Prem Long distance 292 1241 0.24 6.15 48 40

19P0137 Full Short distance 315 1117 0.28 4.25 11 10

16P2365 Prem Short distance 122 733 0.17 7.16 46 49

16P2192 Prem Short distance 106 451 0.23 10.08 82 76

18P0835 Full NA 365 1955 0.19 4.31 23 27

18P0813 Full NA 365 1955 0.19 2.66 18 22

18P0811 Full NA 365 1955 0.19 0.58 3 4

16P1377 Full NA 366 1906 0.19 2.28 7 11

18P0832 Full NA 366 1906 0.19 1.17 12 14

16P1553 Full NA 319 1356 0.24 6.49 53 59

16P1898 Full NA 327 1386 0.24 8.65 50 46

18P0814 Full NA 342 1450 0.24 2.81 28 21

18P0938 Full NA 334 1182 0.28 2.8 25 18

17P1001 Prem NA 139 836 0.17 1.24 17 24

17P0976 Prem NA 130 726 0.18 1.65 3 2

18P0836 Prem NA 184 982 0.19 2.27 24 28

18P0838 Prem NA 118 624 0.19 4.44 31 40

17P0960 Prem NA 183 778 0.23 7.5 57 50

17P0711 Prem NA 130 553 0.24 6.8 91 82

19P0136 Prem NA 158 586 0.27 10 76 51

19P0163 Prem NA 304 1084 0.28 1.16 8 6
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What geolocation data volume constitutes a viable track?
Due to the minimal effect of geolocation data volume 
on spatial metrics for short distance fish, the following 
analyses refer only to long distance fish. For both spatial 
uncertainty and distance from corresponding locations, 
the smallest differences between complete data sets and 
partial data sets occurred in the 30% and 40% geoloca-
tion data groups (Table  2; Fig.  3). Reconstructions with 
only 5% of data (n = 9 fish) erroneously placed eight fish 
(89%) at latitudes between 60° and 70° (mean = 64 ± 7°), 
when complete data sets placed them at latitudes of less 
than 56° (mean = 45 ± 4°). These considerable distances 
were less frequent with 10% of data (only 1 of 7 fish) and 
absent at 20% of data (n = 2 fish). Eight complete data 
sets showed ABT entering the Mediterranean Sea. For 
these fish, reconstructions from partial data sets only 
placed fish in this region after 30% of data was used for 
reconstructions. For the data set analysed here (n = 29), 
30% of geolocation data was received for 20% (n = 4) and 
67% (n = 6) of tags for full and premature deployments, 
respectively. When transmitting data, these tags took 
between 1.2 and 5.1 days (mean = 3 ± 1 d) to transmit 30% 
of geolocation data, and this time was positively corre-
lated with the number of messages a tag had to transmit 
(GLM; t = 2.6, P = 0.03; Fig.  5). Based on values derived 
from transmitting tags (Table  3) this time would have 
been reduced to an average of 0.7 ± 0.3 d (range 0.3–1 
day) if only geolocation data had been programmed 

(Fig. 5b). Similarly, if only geolocation data had been pro-
grammed for all tags in this study, 93% (n = 27) of tags 
could have transmitted 30% of their geolocation data as 
opposed to 20% (n = 10).

Model speed and track reconstructions
Movements reconstructed from complete data sets sug-
gested that eight fish entered the Mediterranean Sea 
(presumably to spawn; Fig. 6). This only occurred when 
using a movement speed of either 1.5 m  s−1 (only 1 of 8 
fish  had locations occurring within the Mediterranean 
Sea at some point), 2  m   s−1 (7 of 8 fish  had locations 
occurring within the Mediterranean Sea at some point), 
or 2.5 m   s−1 (8 of 8 fish had locations occurring within 
the Mediterranean Sea at some point during the track).

Discussion
The extensive use of PSATs in aquatic biologging stud-
ies warrants careful consideration of movements recon-
structed from PSAT tag data. Here, using ABT as an 
example study species and Wildlife Computers PSATs 
and software, we show that variation in the data volumes 
recovered had a significant effect on the estimated move-
ments of ABT. Importantly, for long-distance fish we 
highlight that geolocation data volumes of 30% or more 
of the total result in plausible movement reconstructions, 
but at data volumes of less than 30%, reconstructions can 
differ by thousands of kilometres from where the fish 
are most likely to be. We also highlight that the spatial 
habits of tracked animals can affect modelled estimates, 
with greater potential differences for wider ranging ani-
mals. Whilst our analysis focussed on one PSAT and 
one geolocation model, variation in data volume used in 
analytical geolocation is a generic problem for satellite-
transmitting tags [23, 43]. From an end-user’s perspec-
tive, here we discuss our findings and offer some steps to 
decrease error in movement reconstructions and reduce 
the risk of researchers accepting unlikely SSM outputs.

The challenge of incorporating spatial variability 
into research—the example of Atlantic bluefin tuna
Here we document the results of a study on Atlantic 
bluefin tuna, a long-distance migrant, to illustrate the 
effect of data quantity on movement reconstructions. 
The species is ideally suited to studies with PSATs as it 
migrates long distances [75] and spends most of its time 
in the photic zone throughout its range [17, 55, 56]. 
ABT are a commercially exploited species of conser-
vation concern and have been described as “the arche-
type of overfishing and general mismanagement” [76]. 
The management of the Atlantic-wide fishery is prob-
lematic in-part due to the complex spatial population 
structure [77–79]. Efforts to address shortcomings in 

Fig. 1 Relationship between geolocation data recovered via ARGOS 
and time transmitting for all transmitting MiniPATs in this study. 
Trend line shows linear model fitted to data with P = 0.05 confidence 
interval. Points coloured red denote tags that were physically 
recovered and used in the SSM data volume comparison
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the stock assessment process are incorporating move-
ment data from PSATs into the more traditional size- 
and age-structured assessment approach [80]. Here, 
we demonstrate that low data volume and/or move-
ment speed below 2.5 m/s can result in reconstructed 
movements erroneously locating fish outside of known 
spawning grounds and in different stock management 
zones. If data volume is not checked or controlled 
for when tag data are used in assessments, these data 
could bias management and have knock-on effects for 
conservation.

Assessing geolocation accuracy for PSATs
To assess the accuracy of geolocation models, research-
ers must obtain a true account of an animal’s movements 
for comparison (see [52] for a review of methods). For 
some fish species that frequent the surface, such as mako 
sharks (Isurus oxyrinchus [38]), basking sharks (Cetorhi-
nus maximus [81, 82]) or reef manta rays (Manta alfredi 

[51]), this could be from double tagging with real-time 
tracking tags (e.g., Smart Position Only Tags, SPOTs; 
[50]), which have errors as small as 100 s of meters [24]. 
However, real-time tracking tags are not suited to species 
that only spend very brief periods at the surface, such 
as ABT. Where this method is unsuitable, data derived 
geolocation is best, but it is important to recognise that a 
track of a tagged fish reconstructed from data is the best 
approximation, and not an absolute truth. The accuracy 
or usefulness of that approximation will vary depending 
on the geolocation model, as well as the quality of the 
data that are provided to it.

Here, we use the most complete data set (i.e., data for 
every single day of a track, without gaps) as the ‘optimal 
geolocated track’ (i.e., the best approximation), and rec-
ognise that the only known locations (subject to errors of 
up to a few kms; [24]) are the release and pop-up loca-
tions. Because ABT routinely occupy the photic zone 

Table 2 Comparative statistics for comparisons between partial and complete GPE3 data sets for differing data volumes and 
movement characteristics

Values provided are grand means calculated first at the data set level and second at the data volume level. Data in the 5% group are highlighted as this is the group, 
where the largest errors occurred. Test statistics are provided for Kruskal Wallis (Spatial Similarity) and generalised linear mixed models (other variables). For distance 
to complete data location, values are summarised both as mean great circle distance and root mean squared distance (RMSE) in parentheses

Bold values identify grand means for individual metrics

Metric Data, % Short distance (n = 3) Long distance (n = 9)

Spatial similarity 5 0.8 ± 0.05 0.09 ± 0.17

10 0.85 ± 0.03 0.54 ± 0.15

20 0.84 ± 0.01 0.67 ± 0.09

30 0.86 ± 0.02 0.79 ± 0.04

40 0.87 ± 0.01 0.83 ± 0.06

Grand mean (χ2 = 19.4, P ≤ 0.001) 0.84 ± 0.03 0.42 ± 0.32

12-hourly 99% area  (km2) 5 148,069 ± 19,613 337,311 ± 44,715

10 132,179 ± 14,525 271,913 ± 35,282

20 97,091 ± 11,247 189,168 ± 27,064

30 81,775 ± 9873 131,732 ± 30,656

40 71,399 ± 10,639 111,589 ± 15,713

Grand mean (t = − 9.9, P ≤ 0.001) 106,265 ± 4010 208,343 ± 10,668

Distance from complete data location (km; RMSE) 5 267 ± 86 (345 ± 114) 2,213 ± 647 (2358 ± 633)

10 183 ± 129 (232 ± 176) 696 ± 526 (947 ± 582)

20 106 ± 8 (137 ± 9) 302 ± 109 (471 ± 210)

30 88 ± 31 (111 ± 44) 157 ± 15 (221 ± 16)

40 94 ± 38 (117 ± 51) 144 ± 6 (205 ± 30)

Grand mean (t = − 7.6, P ≤ 0.001) 148 ± 48 (188 ± 100) 703 ± 303 (840 ± 900)

SST difference (°C) 5 1.07 ± 1.16 °C 8.92 ± 3.9 °C

10 0.35 ± 0.11 °C 1.74 ± 1.95 °C

20 0.44 ± 0.08 °C 0.38 ± 0.03 °C

30 0.37 ± 0.09 °C 0.3 ± 0.07 °C

40 0.3 ± 0.01 °C 0.3 ± 0.07 °C

Grand mean (t = − 2.5, P = 0.03) 0.54 ± 0.59 °C 4.29 ± 4.76 °C
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at twilights, PSATs can collect high quality light data at 
dawns and dusks making them a good candidate species 
for this approach (i.e., data quality is controlled for). In 
contrast, species that spend more time below the photic 
zone during twilights, such as porbeagle sharks (Lamna 
nasus [83]) and broadbill swordfish (Xiphias gladius; 
[84]) may be less suited to this approach as issues with 
data volume could be compounded by issues driven by 
quality of light data and the decreased ability to detect 
twilights as animals reside in the dark. For these spe-
cies, geolocation models, such as “HMMoce” [40] that 
leverage water-column oceanography, as well as light 
data [81, 84, 85] can improve confidence in geolocation 

accuracy when light data is poor. This approach is cur-
rently unavailable for the GPE3, however. For the GPE3, 
accuracy in modelled geolocation estimates for animals, 
where real-time tracking tags are unsuitable could be 
improved by double-tagging with alternative tag types 
to provide known locations during a PSAT deployment. 
For example, acoustic tags [86] or a secondary PSAT 
such as a mark-report PSAT (mrPAT; [52]) could provide 
additional (to deployment and pop-up locations) known 
locations to “tie in” with the analytical geolocation. The 
opportunity to increase tag burden by double tagging 
would be dependent on the study species and any other 
welfare considerations. Irrespective of methodological 

Fig. 3 Distance from complete data location and uncertainty associated with differing volumes of geolocation data received for tags detailing long 
distance movements. a Solid lines show weekly mean distances plotted with a 7-day running average over days since deployment. Raw values are 
plotted as points. b, c boxplots showing the relationship between data volume groups and distance from corresponding complete data location 
(total data set n = 4681) and 12-hourly uncertainty (total data set n = 6468). Widths of boxplots are proportional to the number of observations 
in each group. The approximate spawning season for ABT is highlighted to indicate differences occurring during Mediterranean Sea spawning 
period. Colour scheme in “a” corresponds to data categories shown in “b” and “c”
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refinements, the value of physically recovering PSATs in 
assessing geolocation performance and maximising the 
value of deployments is clear given the minimal likeli-
hood of accessing a complete data set from transmissions 
alone.

Data volume and model performance
Remotely obtaining data from marine study animals is an 
engineering challenge [42], and it is inevitable that tech-
nical issues occur that reduce data transmission [45]. In 
our study, a battery issue reduced data transmission, but 
in other cases different issues can limit the number of 
messages that the end-user receives (Table 4). The chal-
lenge of reduced data volume is, therefore, ubiquitous in 
tracking studies using PSATs, irrespective of the under-
lying cause. SSMs used for analytical geolocation will 
perform better when provided with larger volumes of 
high-quality data [47]. When data volumes fell below 30% 
(most drastic at 5%) model estimated locations showed 
long-distance ABT could be displaced thousands of kilo-
metres from the most likely path based on the full data 
set. At decreased data volumes, the interval between 
days with geolocation data is increased. With every 

time increment without geolocation data, the extent of 
the area within GPE3 in which the fish could be placed 
grows, and with it so should the potential error and 
uncertainty. This issue is common to other SSMs with 
a Brownian (or similar) movement model. Our results 
show this very clearly, even at relatively high data vol-
umes, with the uncertainty for a given location growing 
with proximity to the nearest data observation, and the 
greatest distances to complete locations occurring at 
the smallest data volumes investigated. Indeed, for ani-
mals moving long distances, at data volumes of less than 
30% the spatial extent of the model becomes too large 
(due to large data gaps) to constrain modelled locations 
to a plausible area (e.g., ABT were placed north of 60°N 
when, in fact, high data reconstructions suggested they 
were at 40°N, on average). This may have been amplified 
in our case study, because the movement speed of ABT 
is high based on their size and documented swimming 
performance. A further challenge in data-limited circum-
stances, is the effect of poor light readings due to turbid-
ity or diving during twilights leading to spurious latitude 
estimates, which we do not investigate here. Nonetheless, 
when more data are available, spurious measurements 

Fig. 4 Relationship between SST recorded on the tag, and the corresponding oceanographically modelled SST at locations estimated 
from differing volumes of data for long-distance fish. Black line in all plots denotes a perfect match between tag-recorded and modelled SST, 
whereas red and blue lines denote that the modelled SST was 5° warmer and 5° cooler than tag derived SST, respectively
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Fig. 5 Time taken for PATs to transmit the 30% of geolocation data required for plausible track reconstructions and its relationship with deployment 
length and programming. a Line represents a fitted generalized linear model using PATs that transmitted 30% of geolocation data (n = 10) 
including a 95% confidence interval (dotted lines). Trend line is extended to axes to represent the range of common programming regimes. b 
Contour plot demonstrating the trade-offs between programming regime and (geolocation data proportion) and deployment length in context 
of time taken to transmit 30% of geolocation data. Points from a) are overplotted

would have much less of an impact, which is another rea-
son for questioning model outputs with limited data. We 
would recommend extra care is taken when interpreting 
movement reconstructions based on less than 30% of 
total geolocation data and suggest that study- and spe-
cies-specific sensitivity tests (for both data quantity and 
quality) are undertaken to seek to understand how the 
chosen SSM performs at low data volumes.

Aside from the issues caused by varying data volume, a 
further challenge for movement modelling is accounting 
for the differing spatial habits of individuals of the same 
species. Numerous migratory ecotypes co-exist within 
populations as individuals move over differing scales, in 

different directions and with differing degrees of tortu-
ous movements [82]. In the case of the GPE3, the size of 
the movement kernel is derived from the user defined 
movement speed, but this parameter may vary depend-
ing on individual behaviours. For ABT dispersing less 
than 1000 km the GPE3 performed better (higher spatial 
similarity and lower uncertainty and distance to com-
plete data locations) at lower data volumes than for long 
distance migrants (dispersing up to 3162  km). It seems 
reasonable to assume that potential error and uncer-
tainty scales with range occupied, hence explaining this 
relationship.

Table 3 Summary statistics for variable influencing MiniPAT data recovery via Argos

Variable Value (all tags, n = 29) Value (tags that 
transmitted 30%, 
n = 10)

Grand mean latitude of transmissions 47 ± 5°
(range = 38–56°)

45 ± 4°
(range = 38–50°)

Mean rate of message recovery (received–corrupted) 7 ± 3 messages  h−1

(range = 0–45)
7 ± 2 messages  h−1

(range = 0–45)

Proportion novel messages 0.73 ± 0.15 per tag
(range = 0.37–0.95)

0.57 ± 0.1 per tag
(range = 0.37–0.71)

Geolocation data messages/total data messages 0.23 ± 0.04
(range = 0.17–0.27)

0.23 ± 0.03
(range = 0.17–0.29)

Deployment durations 280 ± 98 days
(range = 106–366 days)

208 ± 96 days
(range = 106–328 days)
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For periods where data are absent, locations are esti-
mated by the movement model. In these cases, new loca-
tions are (i) influenced most heavily by the two nearest (in 
time) observations, and (ii) generated to minimise animal 
movement between the most recent and nearest distant 
locations [60]. This results in the most recent and nearest 
distant observations being connected by new locations 
in either a straight or slightly curved line. If, during this 
time, the animal exhibits straight, non-tortuous move-
ments (e.g., high-speed directional migration), differ-
ences are likely to be minimal. However, the further the 
animal deviates from the most probabilistic path when 
conducting tortuous movements either in three-dimen-
sional space (e.g., foraging and/or diving; [87] or time 
the larger the potential difference. This phenomenon 
is almost impossible to account for in fragmented data 
sets, highlighting the need to treat large temporal data 

gaps with caution. In reality for most migratory studies, 
light-based geolocation is perhaps better suited towards 
ABT that move longer distances (i.e., daily displacements 
larger than mean error and uncertainty), but accounting 
for these intra-population differences in spatial habits in 
study design remains challenging.

The reality of PSATs transmitting at least 30% of their data
In general, the longer a tag is deployed for, the longer it 
will take the tag to transmit 30% (or another fixed pro-
portion) of its geolocation data. The generation of PSATs 
used in this study were identified post-deployment as 
having a fault in the battery component, which led to 
shorter transmission durations. Due to this, only four of 
the 20 PSATs attached to long-distance migrating fish 
were able to transmit 30% data of their data (the thresh-
old identified in this case). In 2011, Musyl et  al. [43] 

Fig. 6 Effect of user-defined movement speeds on GPE3 track reconstructions. a–e Maps showing movements for a single, long-distance tag 
reconstructed using user-defined movement speeds between 1 and 3 m  s−1. f Abacus plot of Mediterranean Sea occupation and movement 
speed for eight physically recovered tags that were placed within the Mediterranean Sea at the base run of 2.5 m  s−1. Vertical dotted line denotes 
the speed at which all tags were placed in the Mediterranean Sea. For 0.5 m  s−1, five model runs failed and these are shown as crosses
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reviewed the performance of 731 PSATs deployed on 
19 species and indicate that the quantity of geolocation 
data varied with species, habitat class and manufacturer, 
and was positively correlated with deployment duration. 
Specifically, for Wildlife Computers MiniPATs deployed 
on ABT, Musyl et al. [43] report a mean data quantity of 

22.7% per tag (mean deployment length of 14 PSATs was 
66 ± 22 days, with tags transmitting a mean of 15 ± 4 days 
of geolocation data), lower than the threshold we suggest 
likely to lead to robust estimations of location for ABT 
in this study. However, the reliability of the technology 
has increased considerably since Musyl et  al. [43] made 

Table 4 Considerations for researchers using Wildlife Computers MiniPAT deployments to maximise data recovery

For completeness, we have included steps here that are not the subject of this study, but that will influence data recovery from PSATs. Relevant citations are included 
where necessary

Phase Action Details Effect on geolocation data recovery

Programming Deployment length 
and programming 
regime

Wildlife Computers MiniPATs will generate 1 geolo-
cation message per deployment day. For longer 
deployments, more geolocation messages need 
to be sent and successfully decoded to reach a target 
data volume (30% in this case; Fig. 5)
The temporal range of satellite passes varies 
with latitude (more frequent toward the poles). 
For tags transmitting at a mean latitude of 46 ± 5° 
N in the North Atlantic, researchers could expect 
an average of 2 ± 0.3 passes per hour and to receive 
3 ± 1 successfully decoded messages per satellite 
pass (grand mean from 29 PSATs, range 0–15 mes-
sages per pass)—i.e., approximately 6–7 messages 
per hour
When transmitting, MiniPATs cycle through data 
messages chronologically with no preference (i.e., 
all the data for the ith day and then all the data 
for the ith+1 day and so on)
Based on our calculations, a tag deployed 
for 350 days generating only geolocation data (350 
messages, geolocation data/total data propor-
tion = 1) it would take approximately 26 h of transmit-
ting to reach 30% (110 messages) and 88 h to reach 
100% of geolocation data. Alternatively, if the same 
tag was instead programmed to generate one 
auxiliary message per day (730 messages, geoloca-
tion data/total data proportion = 0.5), then this time 
would double to 56 h and 176 h for 30% and 100% 
of geolocation data, respectively. If another data type 
were the key goal of the study (e.g., depth data) then 
this same principle could be applied
Consequently, if the geolocation data/total data 
proportion is low, then researchers should expect it 
to take proportionally longer for geolocation data 
to be transmitted (Fig. 5)

Longer deployments are less likely to transmit all 
geolocation data and are associated with larger 
uncertainty and error (e.g., Fig. 3)
Higher ratios of geolocation data to “other” data (TAD, 
PDT, MixLayer etc.) should result in a higher likeli-
hood of tag geolocation messages being recovered 
in a shorter timeframe. This is unless depth data are 
also used for geolocation (e.g., HMMoce)

Transmission Pop-up location There is greater satellite coverage at the poles, 
so transmitting tags will be “seen” more frequently 
if they pop-up in more poleward locations

A higher proportion of transmissions will be received 
in more poleward locations

Tag transmission The time a tag transmits for can vary but, in general, 
longer transmissions = more data transmitted (Fig. 1). 
For a tag that has collected 2000 messages, 100% 
data recovery may take upwards of 30 transmission 
days, which is unlikely

Positive relationship with data recovery

Tag damage If a tag is damaged, this will likely negatively affect 
data transmission [43, 44]

Non-damaged tags transmit more data

Tag biofouling Biofouling is a well-known and studied issue 
for slower moving species and species that inhabit 
warmer waters [43]. Application of antifoul could 
help ensure biofouling does not negatively impact 
tag flotation and orientation during transmission 
phase (e.g., excessive listing due to globules of anti-
foul or biofouling on the antenna)

Non-biofouled tags transmit more data
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their assessment, and more recent studies indicate that 
data transmission quantities for newer MiniPATs are well 
above the 30% threshold (e.g., 65% ± 29% for 15 reporting 
PSATs in [56]). Indeed, Wildlife Computers indicate that 
MiniPATs should transmit for between 12 and 16 days, 
which would give a good chance of the 30% threshold 
being met, assuming no other issues affect transmissions 
and researchers are realistic in programming regimes for 
planned deployment lengths (i.e., ensure that the mes-
sage load for longer deployments remains within rea-
sonable limits as per the goal of the study, Table  4). An 
emerging issue for geolocation studies as PSATs become 
increasingly sophisticated and capable of providing addi-
tional data products (e.g., Activity Time Series, [88]) 
is the risk of pushing the capabilities of the tags too far, 
through inclusion of non-geolocation data products or by 
extending the deployment duration excessively, thereby 
increasing the time taken to transmit a specific amount 
of geolocation data. Due to the similarities in program-
ming regime of the tags used here, this is something that 
was beyond the scope of this study, but something that 
we demonstrate hypothetically using parameters derived 
from transmitting tags. Researchers should be aware of 
this potential pitfall when programming PSATs. In addi-
tion to tag hardware performance, transmissions are 
more regular towards the poles, and both sea state and 
biofouling affect the number of transmissions tags send. 
Future research could seek to further investigate how 
the rate of data recovery varies spatio-temporally from 
real data. A repository of this information available to 
researchers could be of use to all PSAT models using the 
Argos network.

Maximising the use of PSATs transmitting variable data
From lessons learnt there are several steps that could 
be implemented to aid non-expert interpretation, max-
imise data sets generated from PSATs, and reduce the 
risk of generating unlikely movement reconstructions 
(Table  5). The extent to which users are able to scruti-
nise tag outputs, or to troubleshoot derived products, 
will vary. Through the course of our investigations into 
how data volume varies and influences data interpreta-
tion, we have identified the following data products or 
practices that are or would be helpful, and which would 
improve the level of data scrutiny and validation. Some 
of these may be relatively simple for manufacturers or 
model developers to include within software, or it may 
be more appropriate for the end-user to generate them. 
(i) Including uncertainty estimates with model outputs: 
ensuring semi-minor and major axes of the uncertainty 
ellipses to the basic model output if not already (for the 
GPE3 this is available in an auxiliary file), (ii) Data vol-
ume index: include a notification on data volume to 

indicate the foundation on which a spatial reconstruc-
tion is built. The percentage volume that will impact 
spatial reconstructions in other studies will vary, but 
increasing awareness of the need to consider this aspect 
will improve the reporting of results. (iii) Gap warning: 
whereby large data gaps (leading to inflated uncertainty, 
which is unavoidable) are identified. The size of the gap 
of concern would vary with the spatial habits of the study 
animal, but this would aid researchers in understand-
ing this. The latter point is already implemented as part 
of the SSM detailed by [2, 50], where these periods are 
identified and used to constrain the temporal bounds 
of the model, thus reducing uncertainty. (iv) Movement 
speed. This is widely understood as a potentially limit-
ing factor for movement geolocation models [52, 89, 
90], further highlighted for the GPE3 and ABT in our 
results. If the user-defined movement speed is too low, 
the model bounding box can become restrictive (less 
of an issue for fish moving short distances), resulting in 
derived locations erroneously placed away from far-away 
regions that may have higher likelihoods (and where the 
fish may actually have been). However, increasing the 
permitted movement speed in track reconstructions is 
a trade-off between increasing the available area for the 
SSM to place the animal, and the concurrent increase in 
uncertainty [89]. We show that it can influence the abil-
ity of SSMs to geolocate animals in enclosed bodies of 
water, such as the Mediterranean Sea basin. [89] and [90] 
adopt a similar approach to derive the optimum move-
ment speed for dolphinfish and silky sharks. However, 
other methods are available, including arbitrary selection 
(e.g. [91]) or based on published rates of movement of 
the study animal (e.g., 1.2 m  s−1 for reef manta rays, [92]) 
or using algorithms as part of the model [93]. Our case 
study shows (in addition to [89, 90]) that selecting move-
ment speed through an iterative approach, considering a 
range of speeds and comparing the resultant estimated 
movements, can help to inform and improve interpreta-
tion. In the case of the GPE3, an improvement could be 
to have the model estimate diffusion through such an 
iterative approach to select the most suitable movement 
speed with the best fit to the data, although we recognise 
this comes at an increased processing cost. Ultimately the 
selection of this parameter needs to be given due consid-
eration in studies with the method and results reported 
along with the overall results. (v) Temperature matching 
threshold. Location certainty can be increased using tag 
derived measurements of near surface, or surface, tem-
perature [38, 39], vertical temperature profiles [40], and 
bathymetry with high-resolution spatio-temporal ocean 
models, such as the HYbrid Coordinate Ocean Model 
(HYCOM, [94]) and the ETOPO1-Bedrock bathymet-
ric model [67]. Whilst researchers should assume SSMs 
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are not perfect [95], as the resolution and accuracy of 
oceanographic models increases, SSMs for fish could give 
a higher importance to matching tag sensed tempera-
tures and depths to modelled temperatures and depth for 
at a specific location at a specific time. In all cases this 
has been shown to improve model fits [37, 38, 40], yet we 
demonstrate here that observed and modelled outputs 
differed by more than 9°C in some cases. If these cases 
resulted in errors when thresholds are reached (e.g., if 
tag-derived SST was different to remotely sensed SST by 
more than 5°C), this could reduce location uncertainty. 
A caveat to this would obviously be the accuracy of the 
modelled values themselves, which varies between off-
shore and near-shore environments. Finally, in addition 
to the classic methods of light-based geolocation for wide 
ranging fish species, there have been recent efforts to 
include both vertical water profiles [40] and geomagnetic 
fields in geolocation [96], which will further refine results 
with the addition of novel data sources.

Conclusions and future works
SSMs for reconstructing animal movements from PSAT 
data, whilst complex, have become a mainstay for scien-
tists tracking fish and are now readily applied without 
prior knowledge of underlying processes and principles. 
Here, the common challenge of PSATs transmitting vari-
able amounts of data (in this case due to a battery due 
issue) prompted us to question how data volume affects 
SSM performance, with the objective of identifying issues 
with geolocation as a result of data recovery. Our case 
study on ABT highlights that movements reconstructed 
using the GPE3 from ≥ 30% of geolocation data result in 
locations like movements reconstructed with 100% of 
data and that reconstructions at 5% or 10% of data result 
in large potential errors. However, this result is specific 
to animals that move long distances, with much smaller 
differences observed for short-ranging conspecifics. The 
challenge of using partial data sets is ubiquitous when 
using data from transmitting tags for geolocation and 
requires consideration from researchers irrespective of 
tag types and geolocation models used. Our results high-
light the importance both of understanding sensitivities 
of chosen SSMs to inevitable variation in input data vol-
ume and in choosing inputs that result in the best fit of 
the models to data. The recommendations for modellers 
and researchers we make based on our findings have par-
allels with other PSATs and SSMs and provide valuable 
insights into steps researchers can take to refine PSAT 
experiments. Future works should aim to build on this 
principal by studying other species, including other PSAT 
models and using additional SSMs and analytical meth-
ods (e.g., in randomisation experiments), with a view of 

increasing overall data return and the reliability of results 
from these invaluable tools.
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org/ 10. 1186/ s40317- 023- 00356-9.

Additional file 1: Figure S1. Schematic showing an example data flow 
for data acquisition, data processing and data analysis. Asterisk denotes 
a dataset not used in our analysis. Figure S2. Schematic indicating the 
process of serial degradation of transmitted data for 17P0786 by crop-
ping the dataset at specific transmission durations according to the 
total proportion (%) of geolocation data received. Figure S3. Schematic 
and formula for spatial similarity (τ) calculation. Polygons 1 and 2 are the 
merged and dissolved 12-houly likelihood surfaces for a given dataset 
(i.e. tag data alias).  Polygon 3 is the area of overlap between these two 
datasets. Figure S4. Schematic showing calculation of a) distance, b & c) 
spatial uncertainty for 17P0786 on the  11th of March 2019. Black boxes on 
a) denote spatial extent of b) and c). Figure S5. Map showing the calcula-
tion of the tag vs model temperature differential. White circle represents 
the most probable location (latitude and longitude only without error) for 
one fish. Model SST is from a point estimate. Figure is for representative 
purposes only. Figure S6. Boxplot showing categorisation of PATs by their 
maximum displacement distance (straight, geodesic distance between 
deployment and daily locations) from their tagging location. Figure S7. 
Histograms of data volume distribution. All 29 transmitting PSATs are 
included. Figure S8. Hexbin density raster showing spatial uncertainty in 
relation time to nearest data observation for data transmitted via ARGOS. 
Spatial uncertainty is estimated from the  99th percentile of 12-hourly GPE3 
error polygons. Observations are data on twilights or SST measurements. 
Line represents line of loess best fit for visualisation purposes. Inset map 
shows full extent of data. Figure S9. Relationship between the time to 
transmit data, programming and deployment length for transmitting tags. 
Data is based on means from PSATs included in this study and extended 
to theoretical maximum deployments. Figure S10. Time series of spatial 
uncertainty (area) associated with differing volumes of geolocation data 
received (5, 10, 20, 30, 40% and the full data archive) for 9 tags document-
ing long range movements. Uncertainty is defined by the area of the 99% 
likelihood polygon. There is one translucent point per 12-hour period for 
each dataset (e.g. 10% for tag i) and trend line shows weekly means with 
a 3-week smoothing window. Vertical dotted lines represent equinoxes. 
The tags that were deployed in September transmitted less than 20% of 
their data, so degraded datasets could not be created for 20, 30 and 40% 
data categories. Figure S11. Time series of geolocation data according to 
the overall deployment for tags depicted in Figure 2. Numbers in upper 
facets denote geolocation data volume. Figure S12. Boxplots showing 
temporal autocorrelation in spatial uncertainty and distance from archive 
as datasets were reduced in size by random subsampling. Random sub-
sampling was conducted 10 times for each category. Boxplots outlined in 
red denote the size of the final dataset used in analyses, where median p 
values were more than 0.05 (i.e. the Durbin Watson test was not significant 
at the P = 0.05 level). Group sample size is given by labels above the x 
axis titles. Table S1. Summary of light-based geolocation models for fish 
available to researchers. Table S2. Summary of pop-up satellite archival 
tag products available to researchers. *SeaTagGEO uses solar power to 
transmit to Argos and will transmit whenever exposed to light.
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